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1. Summary of the deliverable 

This deliverable describes the activities related to fission studies carried out in SANDA WP2. It 
contains a description of the STEFF setup used for the 235U and 239Pu(n,f) measurements for 
producing the gamma-ray energy distributions performed at n_TOF by the University of Manchester; 
a description of the 1-arm STEFF spectrometer and its first experiment at NFS on the 235U(n,f) cross 
section carried out by CEA-IRFU; the results of the 241Am(n,f) cross section measurement at n_TOF 
performed by the University of Ioannina and the results of the 230Th(n,f) cross section measurement 
at n_TOF performed by the University of Athens. 

2. Neutron induced fission cross sections with STEFF 

Data analysis on the measurement of prompt fission γ-ray energies and multiplicities from neutron-
induced fission on 235U performed at the neutron time-of-flight facility n_TOF with the STEFF 
spectrometer has been completed and a publication submitted. An overview of the work is presented 
here and the reader is recommended to see, when available, the journal article for full details. This 
measurement was partly motivated by a NEA high priority request for these data; this request has 
since been completed and thus removed. However, these data still provide an important contribution 
in this area of nuclear data for fission reactors. An overview of the experimental setup, the analysis 
and results follow. 
 

 
Figure 1 Cutaway diagram of STEFF as used at n_TOF 

 
The Spectrometer for Exotic Fission Fragments STEFF detects fission fragments (FF) along a 
primary axis, perpendicular to the n_TOF neutron beam, within which a start MCP detector and stop 
MWPC detector give the FF time-of-flight (tof) and a gas ionization chamber gives the FF energy. A 
gate in FF energy and TOF serves to accurately tag fission events and the tof is used to pin-point the 
time-of-fission to a precision of ~1 ns. The central chamber containing the 235U is surrounded by an 
array of scintillators (NaI and LaBr3) giving an approximately 30% geometrical efficiency. Prompt 
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fission γ-rays are detected in these scintillators and give rise to a sharp peak, gaussian in shape, shortly 
after the identified time-of-fission. Presently, data from the NaI detectors has been analysed.  
 
 
After gating on the time-of-fission, the deposited energy γ-ray spectra from each of the individual 11 
NaI scintillators is stored for analysis. After calibrating in time and energy using standard calibration 
sources, the spectra are corrected for multiple hits. This occurs when two or more γ-rays deposit 
energy in a single crystal within a time period that they cannot be separated and thus are identified as 
a single γ-ray. The method utilised uses the fact that the probability of a multiple hit of two γ-rays in 
a single detector is the same as the probability of a single γ-ray in two detectors at the same time if 
those detectors have the same total efficiency. This method has been used to estimate the multiple hit 
contribution for two or more γ-rays as a function of γ-ray energy and has been applied on an individual 
detector by detector basis. As shown in Figure 2, the correction ranges from +10% at low γ-ray 
energies to -50% at high energies and is in reasonable agreement with Monte Carlo simulations.  
 

 
Figure 2 Top: Average energy spectra from all 11 NaI detectors before and after the correction for multiple hits. Bottom: The 

magnitude of the multiple-hit correction (in %) as a function of γ-ray energy. 

 
Secondly, the spectra must be corrected for the detection of prompt fission neutrons which fall within 
the γ-ray peak. The prompt fission neutrons have a distribution in energy well characterized by the 
Watt distribution which can be used to estimate the time the neutrons arrive at the scintillators based 
on the distance between the 235U target and mid-point of the scintillator. As shown in Figure 3, this 
distribution in time is fit to our data for different γ-ray energy cuts in combination with a Gaussian 
centred on the peak from prompt fission γ-rays and a constant, non-correlated to fission background. 
A comparison of the final fit parameters gives the contribution from prompt fission neutrons within 
the chosen prompt fission γ-ray peak and thus all counts not from prompt fission γ-rays can be 
subtracted. Due to the anisotropic distribution of prompt fission neutrons with respect to the fission 
axis, the neutron contribution in each individual detector is expected to vary based on the detector’s 
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angle with respect to the fission axis. The 11 scintillators are all at one of two angles to the fission 
axis; 45 or 69.3 degrees. Thus they can be grouped accordingly as ‘on axis’ and ‘off axis’ respectively. 
Due to poor statistics, the estimated contribution from each individual detector in a group is averaged 
and an average correction found for on and off-axis detectors as show in Figure 4. 
 

 
Figure 3 The average spectrum of tNaI-tfission from off-axis detectors in the 1-1.5 MeV deposited energy γ-ray energy range. 

 

 
Figure 4 The total background contribution as determined by the parameters of the fit for the two detector clusters. 
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After the spectra have been corrected for multiple hits and background contributions, one final 
correction must be made due to the anisotropy of prompt fission γ-rays. This is based off the angular 
intensity from literature and results in a 1.5% and 4.3% correction for the on-axis and off-axis 
detectors respectively. The data from the two groups of detectors are then averaged and deconvolved 
to arrive at the prompt fission γ-ray spectrum. The deconvolution is performed using the Gold 
algorithm which uses a set of response functions which were generated from a Monte Carlo 
simulation in Geant4. The unfolding procedure was validated by the successful unfolding and 
refolding of a 60Co calibration spectrum. The final prompt fission γ-ray spectrum is shown in Figure 
4 where the data is compared to other recent measurements. 
 

 
 

 
The mean energy and multiplicity have been calculated for the energy range 0.8-6.8 MeV as this 
allows a comparison with other data sets and the results are shown in Table 1.  The results give an 
average γ-ray energy of 1.68(4) MeV and multiplicity of 2.63(24). The n_TOF data has a slightly 
larger average energy and smaller multiplicity than other recent measurements, however the product 
of the two is in agreement within quoted uncertainties.  
 

Table 1 Results from this work and other recent measurements in the γ-ray energy range 0.8-6.8 MeV 

Reference Mean γ-ray energy 
(MeV) 

Mean γ-ray 
multiplicity 

This work 1.68(4) 2.63(24) 

!"#$$%https://doi.org/10.1103/PhysRevC.	100.044610	%
1.56(4) 3.04(7) 

&'()*+(,+	https://doi.org/10.1103/	
PhysRevC.87.051602	%

1.64(4) 2.99(4) 



-./0.	https://doi.org/	10.1103/PhysRevC.90.014602	%
1.56(4) 3.24(15) 

 
A second experiment to measure the same properties but for 239Pu was performed at n_TOF within 
the scope of SANDA and the data will be analysed following the same principle as outlined above. 
This work will be the focus for a PhD and funding has been secured for a student to perform this. 
 
A series of experiments have been performed to commission a double Frisch-grid ionisation chamber 
for use at neutron facilities to perform measurements of fission cross sections, fragment mass yields 
and fragment angular distributions. Measurements have been performed at the mono-energetic 
neutron source at the National Physical Laboratory (NPL) in the UK, and at the TENIS (thermal and 
epithermal neutron irradiation station) beam line at the ILL. The latter has involved close 
collaboration with ILL for the commissioning of this beam line, usually used for simple irradiations, 
for physics measurements with MCNP beam optimisation simulations. The detector has the same 
basic geometry of standard double Frisch-grid ionisation chamber, where the only difference is that 
one of the anodes is radially segmented allowing for a measurement of the polar emission angle of 
the fission axis. In this way, the fission fragment angular distribution can be measured based on the 
development of the signals on each of the anode segments. This method is both independent of the 
amplitudes of the Frisch-grid and anode signals, used in the traditional way of measuring the emission 
angle, and independent of mass and charge division. This method is thus thought to be a superior 
method of polar angle measurement.  The first experiment at the fast neutron source of the NPL has 
yielded promising initial results, using a measurement of 238U(n,f) as a simple test case; there was no 
significant background from neutron induced charged particle reactions, and the precision tools at the 
facility allow for a flux determination to an accuracy of around 2%, in turn allowing the measurement 
of absolute fission cross sections to a similar accuracy. Similarly, the detector performed well at the 
TENIS beamline demonstrating its suitability. 
 
 

3. Completion of the measurements with FALSTAFF at NFS 

The FALSTAFF project aims to provide highly constraining data to improve significantly the 
description of the fission process. The goal is to measure fission fragment pre- and post-neutron 
evaporation masses, their nuclear charge and their kinetic energy in neutron-induced fission of 
specific actinides in the MeV range. In addition, the neutron multiplicity as a function of the fragment 
characteristics will be determined. In its final version, the FALSTAFF fission fragment spectrometer, 
developed at IRFU, is made of two arms that combine a time-of-flight device with a large ionization 
chamber (Fig 1). The precise measurement of the velocity and energy of the two fission fragments 
emitted from a fissile target placed between the two arms will allow the determination of the fragment 
mass before and after neutron evaporation with a resolution (s) of about 2%.  

 
  Fig. 1. Sketch of FALSTAFF spectrometer.  



In the framework of the WP2, the first arm of FALSTAFF was installed at SPIRAL2/GANIL in Fall 
2022 to study fission fragments of 235U over the large incident neutron energy domain available at 
NFS (Experiment E814) [3].   

The white neutron spectrum produced by deuterons stopped in a thick 9Be target in the NFS converter 
room was used to perform the experiment. The 235U target provided by JRC-Geel is a disk of radius 
2.8 cm with a thickness of 195 µg/cm2. The beam impacts the target perpendicularly to the thin edge 
of the disk allowing to minimize the material crossed by the fragments. Fig. 2 shows a picture of the 
target on its support and an image obtained with a photostimulable phosphor plate placed at the exit 
of the Falstaff chamber. The target is well positioned at the center of the beam spot.  

 

Fig. 2. Picture of the target and image registered at the exit of the FALSTAFF chamber.  

To determine the neutron energy producing the fission detected by FALSTAFF, two LaBr3 gamma 
detectors have been added close to the target. They gave an absolute time reference by detecting the 
gamma flash produced by deuterons on Be in the converter room, allowing thus for an absolute 
determination, event by event, of the time of flight of the neutron which triggers the fission reaction 
detected in FALSTAFF. In Fig. 3, the incident neutron flux deduced from the fission counting rate in 
FALSTAFF is compared to the beam flux obtained with different methods. The agreement is rather 
good and confirms the FALSTAFF efficiency calculations (0.5 %).   

  

Fig. 3. Incident neutron flux at NFS for the 235U experiment.  
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Based on time-of-flight (ToF) and residual energy technique, the FALSTAFF one-arm setup (Fig. 4) 
measures fission-fragment velocities and energies. The necessary timing resolution is obtained by 
using two secondary electron detectors (Start and Stop detectors) for the ToF measurement. This 
detector combination can reach the required time resolution (s) of 150 ps and a position resolution 
better than 2 mm. A mask (Fig. 5, left panel) was placed between start and stop detectors and a 252Cf 
source at the target position to measure the position resolution. The right panel of Fig. 5 shows the 
image from which a spatial resolution of 1.2 mm was determined.  

  

Fig.4. Picture of FALSTAFF detection (left) and installed in the NFS TOF hall (right).  

An axial ionization chamber is placed behind the stop detector to measure the fragment residual 
energies. The choice of an axial field for the ionization chamber was motivated by the possibility to 
reconstruct the energy loss profile by detecting the number of electrons as a function of their arrival 
time on the anode. Moreover, the dead zones are minimized for this type of ionization chamber. In 
March 2022, this ionization chamber was placed besides the VAMOS spectrometer for an experiment 
[4]. It was found that the energy resolution was ~1 % which is the requested resolution. From the 
same experiment, encouraging results are obtained for the nuclear charge determination (not 
presented here).  
  

  
  
Fig. 5. Mask (left) and reconstructed positions (right) acquired with the mask and a 252Cf source 
placed at the target position.  



   

  
  

Fig. 6. Energy distribution for fragments not stopped in FALSTAFF  
                                       ionization chamber (private communication).  
   

 

The beam allocated was 11 UT while the requested one was 50 UT. Then the statistics is not as high 
as expected. In addition, the neutron energy distribution is different from the estimated one. The very 
low energy contribution was higher than those extrapolated from Saltmarsh used to calculate the 
requested beam time.   

Time, position and residual energy of fragments have been registered and the calibration procedures 
finished. In Fig. 7, the velocity distributions for three different neutron energy bins are compared. 
One observes that the valley between peaks is filled when the neutron energy increases. This feature 
is known and means that structure effects decrease when the excitation energy increases. In addition, 
with the increase of neutron energy, the openings of different fission chances channel occur.   

 
Fig. 7. 235U fission fragment velocity distributions for different incident neutron 

energy bins at NFS and in the Orphee reactor neutron flux.  
  

FALSTAFF was previously installed at Orphée (reactor at CEA/Saclay). The velocity distribution for 
this measurement is shown in blue in Fig. 7. Here again the trend is clear and is in agreement with 
the evolution described above.  
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The E814 experiment was performed at NFS in 2022 to study 235U fission fragment distributions as a 
function of different incident neutron beam energies. The experiment setup worked properly. The 
results are encouraging. Unfortunately, the beam time was too small to reach the desired statistics. 
The stable operation of FALSTAFF and the promising results led our hierarchy to decide to launch 
the construction of the second arm of the setup. It should be ready for the first experiment by the end 
of 2025.   

4. Measurement of the 241Am(n,f) cross section at n_TOF 

High accuracy cross section data of neutron-induced reactions of minor actinides, are needed over a 
wide energy range for the feasibility, design and sensitivity studies on innovative nuclear reactors 
(Accelerator Driven Systems -ADS and Generation IV Fast Neutron Reactors). The concept of these 
systems is to incinerate/transmutate the existing actinides found in high- level nuclear waste. With 
the incineration/transmutation, both the half-life of the radioactive isotopes can be reduced as well as 
the volume of these pollutants or their wastes, so that the final nuclear waste from the reactor material 
that should be stored is less hazardous. Representing almost 1.8% of the actinide mass in spent PWR 
UOX fuel, the 241Am isotope (T1/2 = 433y) is considered one of the possible candidates for 
incineration/transmutation. On top of that, its production rate increases within the spent fuel through 
the β-decay of 241Pu (T1/2 = 14.3y). Consequently, the accurate determination of the fission reaction 
rate of 241Am over an extended energy range is of prime importance. In the present thesis, the 
241Am(n,f) reaction cross section was measured with Μicromegas detectors at the vertical 
experimental area (EAR- 2) of the n TOF facility at CERN, taking advantage of the high instantaneous 
neutron flux and using the time-of-flight technique. For the measurement, six targets of 241Am were 
used with a total activity of 0.1GBq, whereas two targets of 235U and two targets of 238U were 
employed as reference and served as neutron flux monitors. In this work, a detailed description of the 
experimental set-up is given along with the data analysis procedure that was followed. The resulting 
nuclear cross section data, covering a broad spectrum from the meV up to the MeV neutron energy 
region, are presented and compared with previous data and nuclear data evaluations. Finally, the 
experimental results are framed with theoretical calculations that were performed using the TALYS-
1.95 code. 

See attached report in pdf. 

5. Measurement of the 230Th(n,f) cross section at n_TOF 

The experimental measurements and the data analysis were carried out at the CERN n_TOF facility 
and accurate cross sections for the 230Th(n,f) reaction were deduced for an extended energy region 
from 500keV up to 400 MeV, with 235U(n,f) used as reference reaction. In addition, theoretical 
calculations have been performed for the 230Th(n,f) cross sections via the statistical model  code 
EMPIRE 3.2, following a proper tuning of the respective parameters.  
 
Furthermore, this project was the subject of the PhD thesis of Ms Veatriki Michalopoulou  (PhD 
student at the National Technical University of Athens) that has been successfully defended in 2022.   
This work has been published this year: PHYSICAL REVIEW C 108, 014616 (2023) and the 
experimental cross section data have been sent and will be included in the EXFOR data-base.  

See attached document in pdf. 
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Abstract

High accuracy cross section data of neutron-induced reactions of minor actinides, are needed
over a wide energy range for the feasibility, design and sensitivity studies on innovative nuclear
reactors (Accelerator Driven Systems -ADS and Generation IV Fast Neutron Reactors). The
concept of these systems is to incinerate/transmutate the existing actinides found in high-
level nuclear waste. With the incineration/transmutation, both the half-life of the radioactive
isotopes can be reduced as well as the volume of these pollutants or their wastes, so that the final
nuclear waste from the reactor material that should be stored is less hazardous. Representing
almost 1.8% of the actinide mass in spent PWR UOX fuel, the 241Am isotope (T1/2 = 433y) is
considered one of the possible candidates for incineration/transmutation. On top of that, its
production rate increases within the spent fuel through the �-decay of 241Pu (T1/2 = 14.3y).
Consequently, the accurate determination of the fission reaction rate of 241Am over an extended
energy range is of prime importance. In the present thesis, the 241Am(n,f) reaction cross
section was measured with Micromegas detectors at the vertical experimental area (EAR-
2) of the n TOF facility at CERN, taking advantage of the high instantaneous neutron flux
and using the time-of-flight technique. For the measurement, six targets of 241Am were used
with a total activity of 0.1GBq, whereas two targets of 235U and two targets of 238U were
employed as reference and served as neutron flux monitors. In this work, a detailed description
of the experimental set-up is given along with the data analysis procedure that was followed.
The resulting nuclear cross section data, covering a broad spectrum from the meV up to the
MeV neutron energy region, are presented and compared with previous data and nuclear data
evaluations. Finally, the experimental results are framed with theoretical calculations that were
performed using the TALYS-1.95 code.
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Chapter 1
Introduction

1.1 Historical facts

Americium does not exist naturally on Earth. It is a man-made element that was discovered
together with Curium at the end of World War II, in 1944 by the American scientists Glenn T.
Seaborg, Ralph A. James, Leon O. Morgan and Albert Ghiorso in the Metallurgical Laboratory
at the University of Chicago, latter known as the Argonne National Laboratory, in the frame of
the Manhattan Project. The discovery of 95Am and 96Cu was announced live on the radio during
an American children’s program called “Quiz Kids”, on November 11, 1945 by Seaborg [1–3].
Seaborg shared the news about the already declassified discovery, that was initially intended to
be formally announced at the forthcoming American Chemical Society (ACS) national meeting
on November 16, of two new elements with atomic numbers 95 and 96, in an attempt to satisfy
a listener’s curiosity about the synthesis of new elements in addition to the already known
Plutonium and Neptunium.

Due to their di�culty in the isolation process and the frustration in the attempt to prove
their chemical existence, it was initially proposed for Americium to be named as “delirium”,
which means derangement/madness in Latin and for Curium to be named as “pandemonium”,
which includes the ancient Greek verb “da–w” meaning “I spread to everyone their destiny”.
Latter on, the element with atomic number 95 got its current name from the continent of
America, only due to its position in the Periodic Table as the sixth element of the actinide
series, where the analogous lanthanide element was the Europium, named after the European
continent. Additionally, the element with atomic number 96 was proposed to be named Curium,
in honor of Pierre and Marie Curie, as a tribute to their pioneering work in the study of the
radioactivity at the end of the 19th century.

The nucleosynthesis of 241Am, according to the following nuclear process, consists of two
consecutive neutron capture reactions and one �-decay starting from the 239Pu found mainly in
spent nuclear fuel, but also in areas where nuclear weapons and nuclear explosives are tested:

239
94 Pu

(n,g)��! 240
94 Pu

(n,g)��! 241
94 Pu

�
�

����!
14.35 y

241
95 Am (1.1)

Thereinafter, 241Am (T1/2 = 433y) decays to daughter 237Np (T1/2 = 2.144E+6y) with simul-
taneous emission of ↵ and � radiation according to the following formula:
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241
95 Am

a����!
432.6 y

237
93 Np+ ↵ + � (1.2)

As illustrated in the decay scheme of 241Am in Figure 1.1, the energy of the released alpha
particles is 5.485MeV 85% of the times, and 5.443MeV 13% of the times. In addition, the
most intense � -line is detected at 59.5 keV with 35.9% intensity.

Figure 1.1: Part of the decay scheme of 241Am to 237Np [4].

1.2 Practical applications of Americium-241

The transuranic element 95Am (element which is higher that Uranium) and especially the
isotope 241Am, is not an exotic nuclide but is found in various occasions, ranging from space
and nuclear laboratories to every day life. Some examples of its practical uses and applications
are listed below:

• Laboratory source: In nuclear physics laboratories, the 241Am isotope is widely used in
detector set-ups for calibration purposes since it emits both ↵ and � radiation according
to equation 1.2. Moreover, it is used as a neutron source in combination with Beryllium,
known as 241AmBe source. The alpha particles emitted from the 241Am source interact
with 9Be to produce neutrons via the following nuclear reaction:

9
4Be+ 4

2He ! 12
6 C + 1

0n+ � (1.3)

• Radioisotope Thermoelectric Generator (RTG) power: RTGs are employed to
power satellites and space exploration equipment. They constitute a type of nuclear
batteries that provide power through the natural radioactive decay of a suitable material.
The natural decay heat of the radioisotope is converted into electricity by solid-state
thermoelectric converters [5]. ESA (European Space Agency) in synergy with NASA
(National Aeronautics and Space Administration) are exploring the viability of using
241Am as a power source for space use as an alternative to 238Pu. Stockpiles of Plutonium

2



1.2. Practical applications of Americium-241

around the world are rapidly reduced and also the trading costs among countries of
possession are more deterrent. Modelling of 241Am as an alternative fuel source [6,7] has
shown that among various radionuclides, 241Am is favoured in replacing the current 238Pu
fuel with additional design considerations, despite its lower heat production. Among the
advantages of 241Am that favor its use is the longer half-life (T1/2 = 433y) in comparison
to 238Pu (T1/2 = 88y), therefore having the ability to power future space missions for
hundreds of years. It is therefore of significant importance, given that 241Am is properly
separated and extracted from nuclear waste and especially from Plutonium, to be used
as fuel for the future and benefit both nuclear and space sectors.

• Smoke detectors: Back to Earth, 241Am saves million of lives every year since it exists
inside household and industrial ion chamber smoke detectors that are installed in the
ceilings to prevent fires. A small quantity of radioactive 241Am (< 40 kBq) is utilized
inside a sealed source, which does not pose a health hazard itself, since the alpha radiation
is absorbed in a few centimeters of air and cannot penetrate the outer layer of human skin.
According to the detector’s configuration, the emitted alpha particles from the 241Am
source pass through a space between two electrodes which is filled with air, therefore
demarcating an ionization chamber. The alpha particles ionize the air and as a result a
constant electric current passes through the capacitor plates. In the presence of smoke,
smoke particles enter the ionization chamber and absorb some of the alpha particles
causing a drop in the electric current which triggers an alarm.

• Industrial uses: 241Am sources are used for a variety of industrial gauging purposes as
for example in glass, metal and plastic industry during control process analysis to measure
the thickness of materials as they are manufactured, as well as in petroleum industry for
well logging [8].

• Nuclear fuel in future advanced nuclear systems: The 241Am isotope is one of the
main actinide candidates to be used in Generation IV nuclear reactors [9] and Accelerator
Driven Systems (ADS) as burn-up fuel. The reprocessing of 241Am will lead to significant
reduction in the decay heat load in geological disposal facilities, as well as to the mitigation
of the overall volume of the stored radioactive spent fuel.
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1.3 Nuclear power production

Every year the electricity demands are increasing worldwide. Nowadays around 10% of the
world’s electricity is generated by approximately 440 nuclear power reactors spread between
more than 30 countries globally. According to the Power Reactor Information System (PRIS)
of the International Atomic Energy Agency (IAEA) [10], more than 50 new reactors are under
construction. Figure 1.2 shows the distribution of the produced electrical power in addition to
the number of currently operational nuclear reactors among the countries that produce nuclear
energy. Even more impressive is the nuclear share graph in Figure 1.3, that refers to the ratio
of the nuclear electricity production over the total electricity production from the available
sources of each country. The number of countries that rely on nuclear energy for more than
30% of their electricity needs, is remarkable.

Figure 1.2: Nuclear electricity production and number of operational nuclear reactors per
country [10].
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Figure 1.3: Nuclear share of electricity production per country [11].

1.4 Transmutation of minor actinides through advanced
nuclear systems

Nuclear energy is produced as a result of the fission reactions that take place inside the core
of the reactor. This energy heats the water that surrounds the nuclear core to produce steam.
Next, the steam spins large turbine generators resulting in the generation of electricity. A
single fission event occurs when a thermal neutron is captured by a fissile element, creating an
unstable compound nucleus which splits into two lighter fission products (or fission fragments)
emitting on average 2�3 neutrons and releasing heat and radiation (Figure 1.4). Approximately
200MeV are released for each fission reaction and most of this amount is carried by the fission
products as kinetic energy. Additionally, the emitted neutrons hold 2MeV each on average.
These neutrons are thermalized and captured again by other fissile atoms therefore creating
“fission chain reactions”.

The most common fuel used in nuclear reactors is Uranium. The natural abundance of mined
Uranium consists of 238U (⇠ 99.2742%), 235U (⇠ 0.7204%) and traces of 234U (⇠ 0.0054%).
Nevertheless the Uranium oxide (UOx) nuclear fuel has to be enriched to ⇠ 3 � 5% in 235U ,
since this is the isotope that mainly sustains the fission chain reactions in a typical conventional
reactor. Although 238U constitutes the highest percentage of nuclear fuel (over ⇠ 93%), it is
not actually consumed via fission in the majority of commercial reactors that are based on
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Figure 1.4: An example of the fission process [12].

a thermal neutron spectrum because its (n, f) cross section is almost zero. Nonetheless, the
(n, �) cross section of 238U is high enough to result in the formation of transuranic elements
inside the nuclear core, the so-called actinides. The two main elements that are encountered in
the higher percentage in nuclear fuel namely Uranium (U) and Plutonium (Pu) are classified as
major actinides, whereas Neptunium (Np), Americium (Am) and Curium (Cm) are known as
minor actinides (MAs). Figure 1.5, illustrates the sequence of transmutation of chain reactions
for the formation of the above mentioned actinides within nuclear fuel.

Figure 1.5: Transmutation chain reactions of actinides starting from Uranium isotopes [13].

In once-through open fuel cycle reactors, fuel is removed when the presence of fission prod-
ucts is high enough that chain reactions can no longer be sustained. New milled and/or repro-
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cessed Uranium nuclear fuel is reloaded in the reactor core typically every 3 years. The large
(n, �) reaction cross section of some fission products that build up (e.g 135Xe), decreases the
population of thermal neutrons that are available for fission, reducing in this way the reactivity
of the nuclear reactor. This e↵ect is known as “fission product poisoning”. The irradiated (or
else spent fuel) that is removed, contains, in addition to unburned Uranium, fission products
and actinides. The spent fuel is cooled on-site in the nuclear power plant in specially designed
spent fuel pools before being transferred and gathered in long term geological repositories.

Despite their relatively small mass in spent fuel, actinides are the primary contributors to
long term radiotoxicity and long term heat generation in spent fuel. As shown in Figure 1.6,
for the first approximately 300 years, fission products dominate the heat load in a Pressurized
Water Reactor (PWR) spent fuel which accounts for 70% of current operational reactors on
a global scale. Gradually their role as main heat producers is taken over by more long-lived
actinides. After fission products have decayed, the actinides dominate the radiological hazard
completely.

Figure 1.6: Dominant decay heat contributors in spent PWR fuel irradiated to 50
GWd/MTIHM [14].

In order to reduce a potential environmental hazard and at the same time increase the
available volume in geological repositories, the idea is to reprocess these actinides by transmu-
tating long half-life waste to less troublesome isotopes with less radiotoxicity. In practice, the
concept is to collect the existing actinides from the spent nuclear fuel of conventional reactors
and use them as fuel in advanced nuclear systems. These systems are either Generation IV
Fast Neutron Reactors (FNRs) which are based on a fast neutron spectrum or a combination
of Accelerator Driven Systems (ADS) and PWRs in a subcritical mode where the neutrons are
produced from a high current proton accelerator (linear or cyclotron) via spallation process.
In both scenarios, a fast neutron spectrum is fundamental, since actinides are more favored to
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fission with high energy neutrons. As depicted in Figure 1.7, the low neutron energy part of a
thermal reactor will boost the capture of neutrons from the actinides for the creation of higher
Z radionuclides, since in this energy part the ratio capture/fission is usually larger than unity.
On the contrary, after a few hundreds of keV the (n, �) reaction cross section drops completely
and fission is the dominant reaction mechanism.

Consequently, for the development of advanced nuclear systems, high accuracy fission cross
section data are needed for several actinides in a wide energy range with emphasis in the fast
region. Among these actinides, the 241Am isotope is of particular interest since is one of the
main contributors in the decay heat of spent PWR UOx fuel.

Figure 1.7: Comparison of the neutron spectrum from a conventional reactor and a fast breeder
[15].
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1.5 Motivation of the 241Am(n,f) study

Facing already the consequences of climate change and the greenhouse e↵ect, the use of
Nuclear Energy has already been recognized (United Nations Conference on Climate Change,
Paris 2015, [16]) as one of the main sources of energy with zero greenhouse emissions. The
production of energy with zero CO2 emissions, is considered absolutely necessary, in order to
limit the increase of the average temperature below 2 �C in comparison to the pre-industrial
levels. On the other hand, one of the major issues that arises from the current use of Nuclear
Reactor facilities, is the presence of isotopes of transuranic elements in large quantities in the
nuclear waste. These isotopes are produced in the reactor core through a sequence of neutron
capture reactions and alpha decays, originating primarily from the 238U isotope, which exists
as a component of the burning elements. The main produced transuranic chemical elements
are Plutonium (Pu), Neptunium (Np), Americium (Am) and the Curium (Cm). The above
mentioned elements belong to the family of actinides, which are responsible for the long-term
radiotoxicity of nuclear wastes, as it remains critical for over one hundred thousand years.

Nowadays, technology has advanced considerably for the safe operation of new generation
reactors that can use the incineration of existing nuclear waste as a way of generating energy,
free of greenhouse gas emissions. Studies on the capabilities, design and sensitivity of these re-
actors (Accelerator Driven Systems-ADS [17], Generation IV Fast Neutron Reactors) that could
address the issue of nuclear waste transmutation have already been produced. These studies
have shown that fuels enriched in actinides can be used but require high precision cross section
data for various neutron-induced reactions, with neutron energies ranging from thermal up to
several tens of MeV . The “Nuclear Data High Priority Request List” [18], from the Nuclear
Energy Agency (NEA), lists the needs for data from various fields, including reactor design. In
addition, the OECD (Organisation for Economic Co-operation and Development)/NEA WPEC
(Working Party on International Nuclear Data Evaluation Co-operation) Final Report (Sub-
group 26) [19], summarizes the accuracy of the nuclear data associated with the design of these
advanced nuclear systems. Table 1.1 highlights the present uncertainties and target require-
ments for the neutron-induced fission cross section of 241Am relevant to future nuclear reactors.
In this scope, recent attention has lead to the investigation of Americium isotopes, classified
as high-level nuclear waste from conventional reactors, that could be used as a burnable minor
actinide in future nuclear reactors [20].

Uncertainty (%)
Energy Range (MeV) Existing Target

2.23 - 6.07 11.7 5.7
1.35 - 2.23 9.8 1.4
0.498 - 1.35 8.3 1.2
0.183 - 0.498 8.3 4

Table 1.1: Existing and target uncertainties of the 241Am(n,f) cross section [19].

The isotope 241Am (T1/2 = 433y) is present in high percentage in nuclear waste, representing
about 1.8% of the mass of actinides in nuclear waste of Pressurised Water Reactors’ (PWR)
UOX fuel [21]. Its concentration is further increased due to its production by the �-decay of
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241Pu with a half-life of 14.3 years. It is clear that both the production of 241Am in conventional
reactors (including its further accumulation through the decomposition of 241Pu) and its de-
struction by transmutation, are crucial to the design of the recycling of existing nuclear waste.
Sensitivity studies of these new nuclear power systems, have shown that high precision nuclear
cross section measurements are required for the 241Am(n,f) reaction [22]. However, despite the
e↵orts of the scientific community, the accuracy of the nuclear data for the neutron-induced
fission cross section of the 241Am for these applications is still insu�cient.

The unique advantages of the n TOF facility at CERN and more specifically the high
instantaneous neutron flux and the suppressed background conditions of Experimental Area 2
(EAR-2), facilitate the possibility of producing accurate experimental data in a wide range of
neutron energy from thermal up to the MeV scale. The study of the neutron-induced fission
cross section of 241Am in EAR-2 is ideal for addressing two main challenges of the measurement.
Firstly, the high specific activity of the isotope which is 127MBq/mg and actually poses a
limit in the mass of the samples that can be used in the experiment. This limit is attributed
to the increased alpha particle background that originates from the natural decay of 241Am
and decreases the signal-to-background ratio. Secondly, the shape of the cross section itself,
that displays a steep fission threshold with its value decreasing rapidly below 1MeV incident
neutron energy.

1.6 Status of previous fission data

Among the available experimental data for the 241Am(n,f) reaction cross section, serious
discrepancies are observed especially in the plateau of the fission reaction. As illustrated in
Figure 1.8, for the neutron energy region between 300 keV to 30MeV , the most systematic data
set is the one from Dabbs et al. [23]. The most recent measurement is the one from Belloni et
al. [24], that was performed at n TOF in Experimental Area 1 (EAR-1) in 2003. Despite the
good agreement of the results with the previous data, due to limiting counting statistics of the
measurement, the results were given in a rather coarse energy bin.
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Figure 1.8: Previous measurements of the 241Am(n,f) reaction above 300 keV retrieved from
the EXFOR database.
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Chapter 2
Experimental Details

The 241Am(n,f) measurement, carried out in the summer of 2018 at the vertical experimental
area of the n TOF facility at CERN (Conseil Européen pour la Recherche Nucléaire), was part
of the last experiments (Phase III) that were performed before the long shut down of CERN
that started at the end of 2018 and lasted two years. During this period, several changes and
upgrades occurred both in the accelerator complex of CERN and inside the n TOF facility.
These upgrades include, but are not limited to, the replacement of the ten years old lead
spallation target of the neutron facility with a new one, along with the construction of a new
experimental station (NEAR) located ⇠ 3m from the neutron source, designed and oriented
mainly to serve nuclear astrophysics studies and activation measurements. At the moment, the
commissioning of the facility is in progress and some of the features of the new beam concerning
the neutron flux, are expected to deviate from the ones that will be discussed in what follows. In
this chapter, an overview of the experimental set-up will be presented including the description
of the neutron facility and the actinide samples used, the principle of operation of the detectors,
the electronics and the data acquisition chain.

2.1 The n TOF facility at CERN

n TOF is a neutron Time-Of-Flight facility located at CERN in Geneva, Switzerland. The
facility was initiated in 1998 from the idea of Carlo Rubbia [25] and is based on a spallation
neutron source aiming to produce high precision cross section data. The neutron-induced reac-
tion cross sections measured at n TOFplay an important role in a wide variety of research fields,
ranging from stellar nucleosynthesis, the investigation of nuclear level densities, to applications
of nuclear technology, medical applications, the transmutation of nuclear waste, accelerator
driven systems and nuclear fuel cycle investigations.

The neutron beams are produced using the pulsed beam of 20GeV/c protons which are
delivered from the Proton Synchrotron accelerator (PS) of CERN. The proton beam impinges
on the n TOF cylindrical lead primary target with dimensions 40 x 60 cm2 (length x diameter)
and approximately 300 neutrons per proton are produced covering a wide energy spectrum
from thermal up to the GeV energy region. The proton beam has a time width of 7ns RMS
with a maximum repetition rate of 0.8Hz (1.2 sec between consecutive bunches). The proton
accelerator delivers two kind of pulses: the dedicated pulses with a nominal intensity of ⇠ 7 x
1012 protons per bunch and the parasitic ones with half of the intensity.
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The n TOF facility consists of two experimental halls where measurements can run in par-
allel. At 185m distance horizontally with respect to the lead target in an underground tunnel,
lies the first experimental area (EAR-1) which became operational in 2001, while the second
experimental area (EAR-2) which received its first beam in July 2014, is located approximately
19.5m above the spallation target and vertical to the direction of the proton beam at the
ground level. A graphical representation of the facility is shown in Figure 2.1.

Figure 2.1: A layout of CERN’s n TOF facility, showing the lead spallation target, the two
neutron flight-paths and the two corresponding experimental areas along with some key beam-
line elements [26].

Together with the high instantaneous neutron flux and the wide energy range, due to the
di↵erent flight-paths and the morphology of the lead target, the two experimental areas exhibit
unique characteristics. In particular, EAR-1 o↵ers high energy resolution as well as a wider
time-of-flight spread of high energy neutrons allowing the accurate determination of excitation
functions up to the GeV energy region. On the other hand, EAR-2 despite the fact that the
energy resolution is inferior with respect to EAR-1 (due to the shorter flight path), o↵ers almost
40 times higher neutron flux and is more suitable for measurements with high activity and low
mass samples.

2.1.1 The spallation target

The lead target is surrounded by a 1 cm thick layer of water in constant circulation that
serves as coolant. For EAR-2, this water layer acts as a moderator as well. In the horizontal
neutron beam-line (EAR-1) the water layer is accompanied by an extra 4 cm thick layer of either
demineralized or borated water for the suppression of the thermal part of the neutron spectrum.
The borated water is obtained with a 1.28% mass fraction of boric acid (H3BO3) enriched with
10B . In Figure 2.2, a cross section view of the lead target along with the corresponding cooling
and moderating material layers, is shown. The choice of the borated water has an impact on the
neutron flux in EAR-1, because of the high cross section of the 10B(n,a) reaction. As previously
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mentioned, the enhanced cross section of the 10B(n,a) reaction at low neutron energies results in
a significant suppression of the thermal part of the neutron energy distribution. The comparison
of the evaluated neutron fluxes between the two experimental areas is shown in Figure 2.3.

Figure 2.2: Cross section of the lead spallation target used during the period 2008-2018 (Phase
II and III of n TOF) [26].

2.1.2 The vertical experimental area EAR-2

The 241Am(n,f) measurement was carried out at the second experimental area of the in-
frastructure which is located approximately 19.5m above the lead spallation target, at ground
level. In Figure 2.4, the beam optics components and other beam related elements which are
responsible for the final shape and dimension of the neutron beam reaching the experimental
hall, are visualized.

The beam line is kept under low vacuum at ⇠ 10�2 mbar as to keep neutron scatter-
ing/attenuation and neutron-induced background as low as possible. Following the flight path
of the neutrons, the first collimator lies 7.4m above the spallation target, is made of Fe and
has 1m length and 20 cm inner diameter. A few meters above, at 10.4m, there is a strong
permanent magnet with a field of 253mT that ensures the divergence of the charged particles
originating from the spallation process, steering them away from the neutron beam line. Next,
at 11.4m from the neutron source, there is a filter station which is equipped with eight neu-
tron filters. These filters are inserted along the neutron flight path when special needs arise
with respect to the neutron beam energy distribution. Last but not least, the final shaping of
the neutron beam is attributed to the second collimator which is located 15.04m above the
lead target and has an outer diameter of 68 cm. The first part of the collimator consists of
2m of Fe followed by 1m of borated polyethylene (B-PE) where the last 0.4m have a core
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Figure 2.3: The evaluated neutron flux as a function of the incident neutron energy in isolethar-
gic units (100 bpd) in experimental EAR-1 and EAR-2 using the capture collimator set-up. The
observed dips in the flux are attributed to structural materials of the target (17Al , 54Mn ) and
the 16O which is present in the water surrounding the lead spallation target. Moreover, the
suppressed low energy neutron spectrum in EAR-1 due to the borated water is visible.

of boron-carbide (B4C) cylinders. The inner diameter of the second collimator can be altered
between two set-up configurations: the “capture” with a diameter of 2.2 cm and the “fission”
with a diameter of 6.7 cm. This is actually a choice that depends on the type of measurement
carried-out in the experimental hall. Right after the end of the second collimator, Pb disks
with a total thickness of 0.12 cm are installed. The floor of the bunker at EAR-2 is located
at 18.16m above the spallation target. According to simulations, the focal point of the neu-
tron beam is positioned at 1.08m from the floor of the experimental area, although it is up
to the experimentalists to arrange the measurement set-up by positioning the detectors at a
convenient distance. The ceiling of the bunker is located at a distance of 23.66m with respect
to the center of the target. On the roof of the building the beam dump is installed in order
to absorb the neutron beam. It consists mainly of a B-PE core surrounded by Fe blocks and
finally shielded by concrete.

For the 241Am(n,f) experimental campaign it was decided to use the fission collimator with
a 6.7 cm diameter in order to couple the spatial profile of the neutron beam with the diameter
of the actinide samples which was 6 cm. Due to its relatively short half-life of 433 y, 241Am has
a specific activity of 127MBq/mg. As a consequence, it is crucial to keep the emitted alpha
activity per surface at tolerable/manageable levels in order to prevent the detectors’ mechanical
damage due to radiation.

In general, the construction of the vertical flight path of the n TOF facility in 2014 extended
the capabilities of the facility and allowed the execution of challenging cross section measure-
ments of radioactive samples of high activity and small mass. For instance, the 241Am(n,f) cross
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section was measured in 2003 in EAR-1 [24] but the data had a very coarse energy resolution
providing essentially an average cross section value. The reason was the adopted high pulse
height threshold that had to be set in order to reject the sample-induced alpha background,
therefore strongly reducing statistics. Therefore in EAR-2, due to the 10 times shorter flight
path, the conditions for the conduction of such a challenging measurement are more favorable.
In particular, due to the higher instantaneous flux, the smaller mass of the radioactive samples
used and the better signal-to-background ratio, the obtained data are expected to have a better
energy resolution and improved statistics.

Figure 2.4: General layout of the vertical flight-path of EAR-2 starting from the lead spallation
target at the bottom until the beam dump on top. Also, the various beam line components
along with their distances with respect to the target are visible [27].
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2.2 The time-of-flight technique

Neutrons are uncharged particles and therefore cannot be accelerated to a desired energy.
In order to determine the neutron energy at time-of-flight facilities such as n TOF, where
the neutron spectrum covers almost 10 orders of magnitude in energy, from thermal up to
hundreds of MeV, the time-of-flight technique is employed. In reality, the quantity that can
be directly measured is the time (usually referred to as “tof”) that a neutron travels across a
fixed geometrical flight path, from the moment of its creation inside the lead spallation target
until it reaches the experimental area and interacts with the sample inducing a signal in the
detector. In classical terms, the neutron energy can be derived from the equation:

En =
1
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⇣L
t
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(2.1)

where Mn = 939.55MeV/c2 is the neutron mass, u is the neutron speed, L is the fixed geomet-
rical flight path that the neutron travels and t is the measured time-of-flight of the neutron.
Above a few tens of MeV, for the conversion of the neutron time-of-flight to energy, the rela-
tivistic expression should be considered as follows:
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where c = 299.792458m/µs is the speed of light and � is the Lorentz factor. The relative
resolution of the n TOF facility can be calculated as:
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At n TOF, prior to the arrival of neutrons, the emission of a prompt � component takes
place, which is related to the spallation process and its induced pulse scales with the intensity
of the proton bunch. During the spallation process, a shower consisting of � � rays, very high
energetic neutrons related to this process and other relativistic particles, is created and gives
rise to a pulse of high amplitude and width which causes the first signal in the detectors of the
experimental area. This signal which is referred to as the “� � flash”, constitutes the start
signal of the time-of-flight measurement and points out the time of creation of the neutrons as
follows:

t0 = tf lash� L

c
(2.4)

where tf lash stands for the time-of-flight of the the recorded � � flash signal and L

c
is the

time needed for a photon to travel along a flight path L which is actually the time that the
� � flash needs to travel, starting from the moment that the proton beam impinges on the
lead spallation target until it reaches the experimental area. Therefore, the estimation of the
time-of-flight of a neutron inducing a signal to the detector is calculated as follows:

t = tof � t0 = tof �
⇣
tf lash� L

c

⌘
= tof � tf lash+

L

c
(2.5)

where tof is the arrival time of the recorded signal in the detector.
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In a more pictorial way, Figure 2.5 demonstrates the sequence of the above mentioned
signals that are used for the determination of the neutron energy for each proton pulse, as a
function of the time evolution. Before the proton beam impinges on the lead spallation target
of n TOF, a trigger signal is sent to the Data Acquisition System (DAQ) of n TOF to open the
acquisition window of the running measurement. The acquisition window is user-defined based
on the characteristics of each experimental area (e.g. flight path) and the experimental set-up
(e.g. detectors, type of measurement). A feature of the n TOF facility worth mentioning is its
low duty cycle (⇠ 0.8Hz). This ensures that there is no overlapping of the slowest neutrons of
the first proton pulse that are recorded with the fastest neutrons of the following proton pulse.

Figure 2.5: Schematic illustration of the sequence of the time signals for each proton pulse that
are used in the time-of-flight measurement at the n TOF facility at CERN. In the experimental
campaign of 241Am(n,f), the acquisition window of DAQ in EAR-2 was chosen to be 16ms,
therefore covering neutron pulses ranging from meV up to the MeV energy region.

Even though the conversion from the time-of-flight to neutron energy seems a rather simple
procedure, it is not at all explicit. What is still missing from the equation is the length that the
neutron travels inside the spallation lead target as well as the various materials that the particle
meets on its way to the experimental area such as the moderator. As a result, the neutron
will be detected at a later time-of-flight and therefore its energy will be underestimated using
the so far known conversion. This unknown path of the neutron is called “moderation length
�” of the neutron. Although it cannot be measured experimentally, it can be estimated via
Monte Carlo simulations. To address this necessary calculation, a transport code was developed
within the n TOF Collaboration. The transport code is based on the FLUKA code [28] and
simulates the optical transport of particles (neutrons and photons) that are created in the lead
spallation target up to the experimental areas. For EAR-2, this optical transport begins at a
scoring plane of 37.2 cm above the spallation target up to a desired flight path length in EAR-2
experimental hall.

The distribution of the neutron transport inside the target-moderator assembly is generally
referred to as the “resolution function (RF)” and it is a unique characteristic of each time-of-
flight facility and each experimental area. Figure 2.6 depicts an example of the distribution of
the moderation length � with respect to the measured time-of-flight of the neutrons for EAR-
2 at a distance of 19.5m with respect to the spallation target. It is evident that there is a
probability distribution of the moderation length for the neutrons arriving in the experimental
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area which depends on their measured time-of-flight. This means that even for the neutrons
that are recorded within the same time-of-flight bin, there is not a unique value for � that can
be considered. For the proper interpretation of the resolution function, neither the average nor
the most probable value of the � distribution should be adopted for the time-of-flight to energy
conversion. Instead, in order to mimic nature, each recorded neutron should be free to choose
a � value following the corresponding distribution in its recorded time-of-flight. The treatment
of the resolution function will be discussed in the following chapter in detail. In addition to
the moderation process, within the same simulation the transport code treats the time spread
of the primary proton pulse (7 ns RMS) which induces a small uncertainty in the time-of-flight
of the detected events mainly a↵ecting the high energy neutron spectrum.

Figure 2.6: Moderation length � distribution of neutrons in EAR-2 with respect to the measured
time-of-flight for a fixed vertical geometrical distance of 19.5m from the spallation target, as
extracted from the transport code. The time-of-flight in the x-axis is given in an isolethargic
binning of 100 bins per energy decade, whereas the moderation length � in the y-axis is given
at a linear binning of 1mm.

In order to include the e↵ect of the resolution function in the determination of the true
neutron energy, a new flight path length is introduced called “e↵ective length Leff”. The
“e↵ective length Leff” is described as:

Leff = Lgeom + �(tof) (2.6)

where Lgeom is a fixed geometrical flight path distance and �(tof) is the moderation length of
the neutron assigned from the resolution function distribution.

Combining equations 2.1, 2.5 and 2.6, the neutron energy in classical terms can be expressed
as:
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2.3 Fission foils

The fission foils of the 241Am(n,f) experimental campaign were manufactured and provided
by the European Commission Joint Research Center in Geel, Belgium (JRC-Geel). For the
realization of the measurement, in total six samples of 241Am (99.98% purity) in oxide compound
form were used with a total mass of 0.78mgr (⇠ 4.6µgr/cm2 per sample) and a total activity
of ⇠ 0.1GBq (Table 2.1). In addition to the americium samples, two 235U (0.26mgr, 0.30mgr)
and two 238U (2.07mgr, 2.21mgr) samples were used as reference foils for the determination
of the neutron flux (Table 2.2).

In all cases, the samples were produced by means of molecular plating (also called elec-
trodeposition technique). The actinide material was electrodeposited on a spot of 60mm in
diameter, on top of a 0.025mm thick aluminum backing foil. The diameter of the actinide
deposit was not measured directly but instead the diameter of the aluminum mask was mea-
sured with a calliper at room temperature. The total activity of the actinide samples was
measured by low-geometry alpha-particle counting (LGA), whereas the isotopic composition
was determined by thermal ionization mass spectrometry (TIMS). In addition, the mass and
areal density of the samples were derived from the measured activity.

For radioprotection purposes, all the actions concerning the handling of the targets and the
mounting/dismounting inside the fission chamber, were performed inside a glovebox in a Class-
A lab at the ISOLDE facility at CERN, under the constant supervision of a radioprotection
o�cer. In order to ensure that the risk for contamination during the operation procedures was
kept at acceptable levels, constant measurements and smearing tests of the working surface,
used equipment, actinide containers and gloves were performed.

Figure 2.7: Left Panel: The 6 cm diameter 241Am deposit is visible on an aluminum backing 11
cm in diameter attached to an aluminum ring 2 mm thick and with 11/10 cm external/internal
diameter. Right Panel: The 6 cm diameter 235U deposit is visible on an aluminum backing 12
cm in diameter attached to an aluminum ring 1 mm thick and with 12/10 cm external/internal
diameter. In both photographs, the samples are still in their containers.

22



2.3. Fission foils

Sample Reference Activity Mass Areal Density Atomic
Number (MBq) (µgr) (µgr/cm2) Abundances (%)

241Am

TP2017-003-03 18.89(8) 148.9(22) 5.27(12)
241Am :0.9998380(10)TP2017-003-04 16.73(7) 131.9(19) 4.67(10)
242Am :0.000162(10)TP2017-003-05 15.17(6) 119.6(17) 4.23(9)
243Am<0.000002TP2017-003-07 18.83(8) 148.4(21) 5.25(12)

TP2017-003-08 15.39(6) 121.3(18) 4.29(9)
TP2017-003-09 14.59(6) 115.0(17) 4.07(9)

Total 99.6 785.1 27.78

Table 2.1: List of the main characteristics and stated impurities of the 241Am samples as
reported in the JRC-Geel sample data-sheets. The isotopic composition results for the 241Am
enriched samples (lot 2034) were extracted in December 2017, while the activity measurement
was performed in January 2018.

Sample Reference Activity Mass Areal Density Atomic
Number (Bq) (µgr) (µgr/cm2) Abundances (%)

235U
TP2017-005-12 20.9(6) 261(7) 9.24(3)

234U :0.00035973(75)

TP2017-005-15 23.80(17) 297.7(22) 10.53(19)

235U :0.999336(14)
236U :0.00009629(53)
238U :0.0002073(14)

Total 44.7 558.7 19.77

238U
TP2017-004-02 25.70(25) 2067(21) 73.1(11)

234U :0.00000000592(18)

TP2017-004-07 27.5(3) 2209(24) 78.1(13)

235U :0.000004668(14)
236U :0.00000009266(42)
238U :0.999992233(15)

Total 53.2 4276 151.2

Table 2.2: List of the main characteristics and stated impurities of the 235U and 238U samples
as reported in the JRC-Geel sample data-sheets. The isotopic composition results for the 235U
enriched samples (lot 680) were extracted in December 2009, while the activity measurement
was performed on May 2018. For the 238U actinide samples (lot 2677), the results from TIMS
were extracted on November 2009 while the alpha activity was measured on May 2018.

Special care was taken from JRC-Geel for the 241Am samples during their transportation.
On top of each and every Americium deposit, inside their individual container, a protective
aluminum lid was placed so as to avoid the contamination of the entire container. The lid was
placed in a way that was not touching directly the radioactive deposit, but yet acted as shield
against ablation of the radioactive material. The protective lid is shown in Figure 2.8.

For the mounting of the radioactive samples in the set-up inside the fission chamber, a
special support was designed in order to hold the samples in a fixed position during the entire
measurement. The configuration that was designed can be seen in Figure 2.9 and is composed
of two aluminum supports that hold the sample in place only by mechanical pressure, therefore
avoiding the use of any tape or glue.
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Figure 2.8: Protective aluminum lid covering the deposit of a 241Am sample and held with a
tweezer in the right photograph.

Figure 2.9: Illustration of the sample holders used in the experiment. The firm mounting of
the samples inside the fission chamber was established by pressing the support ring of the
radioactive sample between two aluminum rings.
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2.4. Micromegas detectors

2.4 Micromegas detectors

The measurement was carried out using an array of Micromegas detectors (MICRO-MEsh
GAseous Structure) which are part of the family of micro-pattern gas detectors (MPGDs).
These detectors are parallel plate avalanche gaseous detectors that consist of two regions: the
conversion region whose width ranges from several hundreds of µm to a few cm and the narrow
amplification region with a width of some tens of µm [29]. In the conversion region, which
is also referred in literature as drift region, the ionization takes place and charge carriers are
directed towards the amplification region where an avalanche multiplication occurs due to the
applied high electric field, inducing a signal. The two regions are separated by a thin micro-
mesh foil, 9.5 cm in diameter with 60µm holes on its surface (Figure 2.10). This is the active
area of the detector which is by far larger than the samples’ diameter (6 cm) that were used in
this experiment, so as to avoid e�ciency losses.

Figure 2.10: Photograph of the mesh of a Micromegas detector used in the experiment obtained
with a microscope. The micromesh consists of 60µm diameter holes on its surface with a pitch
of 120µm (pitch is the distance between the centers of the holes).

In particular, the Micromegas detectors of the “microbulk” variant that were used in the
241Am(n,f) measurement were manufactured within CERN and are composed of 5µm copper
micromesh layer, 50µm thick Kapton pillars that define the amplification region and a 3µm
copper layer that corresponds to the anode of the detector (pad). In a more pictorial way, Figure
2.11 outlines the Micromegas structure with the corresponding material geometries. In neutron
measurements, it is of particular importance to minimize the amount of material present in the
beam. This is instrumental, in order to reduce the background related to scattered neutrons
and avoid the perturbation of the neutron flux. The advantages of the detector also include
its high e�ciency (⇠ 100%), the fact that it is easy to manipulate, shows stability during the
measurement and can be operated with an appropriate gas at atmospheric pressure.

The principle of operation of a Micromegas detector in fission experiments is the following:
an ionizing particle (that could be one of the fission fragments that are generated (heavy or
light) or an alpha particle coming from the decay of the radioactive sample) enters the gas
volume of the conversion region, leaving part of its energy and ionizing the gas molecules.
From the ionization, electrons and ion pairs are created. The weak electric field (⇠ 1 kV/cm)
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Figure 2.11: Illustration of structure and basic principle of operation of a Micromegas detector.

applied to the drift region causes acceleration of the electrons towards the micromesh. As the
electrons reach and go through the holes of the mesh, they experience strong electric fields
in the amplification region (⇠ 50 kV/cm) giving rise to an avalanche process which increases
the number of electrons exponentially. Again due to the potential di↵erence of the narrow
amplification region, the electrons are collected in the anode plate (or else pad) while the ions
are collected in the mesh plate inducing the corresponding signals.

Even though the electric fields in the conversion and amplification regions are quite uniform,
around the micromesh holes, the electric field lines exhibit a funnel like shape (Figure 2.12).
This is attributed to the large di↵erence between the two fields applied. For the e↵ective
operation of the detector, the knowledge of the field shape around the holes of the micromesh
is of prime importance, because from that depends the e�cient transmission of the electrons
through the holes as well as the fast evacuation of the positive ions in the mesh.

In order to achieve the optimum conditions for the detector function, before the experiment
the electron transparency curve for each Micromegas detector is fully characterized. The elec-
tron transparency T which is one of the main intrinsic properties of the Micromegas detector,
is described by the following ratio:

T =
# e� amplified

# e� approaching the mesh
(2.9)

For the purpose of the characterization of the detector, an 241Am source is attached in the
Micromegas drift facing the mesh. For the deduction of the transparency curve for each detector,
the mesh voltage is kept constant while the drift voltage is changing. For the transparency
characterization of each detector, an integrated pocket ADC-MCA AMPTEK MCA8000D was
used, along with the typical preamplifier - amplifier pulse shape electronics. The changes of
the centroid of the deposited energy of the alpha particles was recorded. In this way the
transparency curve was obtained. A typical electron transparency curve is shown in Figure
2.13, where the values were normalized to the maximum of the curve. In the plot, the electron
transmission is shown as a function of the ratio of the electric fields, highlighting that for
specific field ratios, the electron transparency reaches a plateau, close to value 1. Therefore, for
the given mesh voltage, if the corresponding drift voltages are applied, the micromesh becomes
almost 100% transparent to the drifting electrons. From this curve, the operational drift voltage
was chosen to lie within the range of the plateau.
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2.4. Micromegas detectors

Figure 2.12: The electric field lines around the holes of the micromesh [30].

In order to complete the characterization of the Micromegas detector and verify its good be-
haviour, it is equally important to obtain its gain curve. In general, the gain in the Micromegas
depends on many factors such as the chemical composition and pressure of the gas, the applied
voltages and the amplification gap. The gain G can be expressed with the following formula:

G = ead (2.10)

where d is the length of the amplification gap and a is the 1st Townsend coe�cient that repre-
sents the mean free path of the electron between two ionizations. Moreover, an approximation
of this coe�cient is given by the Rose and Kor↵ formula:

a = pAe�BpE (2.11)

where p is the pressure of the gas, E is the electric field while A and B are parameters depending
on the gas mixture.

Although the final mesh voltage of the detector cannot be chosen a priori, the knowledge of
the gain curve is quite useful since it allows the estimation of the change of the mesh voltage
that is needed to obtain a desired variation of the gain during the actual experiment. To obtain
such a curve, the voltage of the drift was kept constant and the mesh voltage was varying. In
Figure 2.14 a typical gain curve can be seen. In practice, it is desirable to set the mesh voltage
to large values in order to suppress the alpha background on the one hand and record as clearly
as possible the fission signals on the other hand.
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Figure 2.13: Characteristic electron transparency curve of a Micromegas detector used in the
experiment with 50 µm amplification gap and 7 mm drift gap, as a function of the ratio of
the electric fields in the drift and amplification region Edrift/Emesh on the bottom x-axis and
the applied drift voltage Vdrift on the top x-axis. From this curve, the drift voltage in the
experimental set-up was chosen to be -700 V (value within the above mentioned plateau).

Figure 2.14: Characteristic gain curve of a Micromegas detector used in the experiment with 50
µm amplification gap and 7 mm drift gap, as a function of the electric field in the amplification
region Emesh on the bottom x-axis and the applied mesh voltage Vmesh on the top x-axis. From
this plot, the exponential behaviour of the detector is verified.
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To summarize, the adopted detector configuration was as follows: the amplification gap
was 50µm, the drift gap was chosen to be 7mm, the operational drift and mesh voltages were
�700V and �200V respectively, while the anode was grounded directly on top of the detector
with a termination resistance of 50⌦. The drift gap, as well as rest of the distances inside
the fission chamber, were fixed using spacers made of fiberglass and teflon. In addition, as
will be mentioned later, the detectors were operated using a gas mixture of Ar:CF4:isoC4H10

(88:10:2) at atmospheric pressure. By adopting the above mentioned configuration and passing
the mesh signal of the Micromegas through the appropriate electronic chain (see Section 2.6),
the obtained typical fission fragment electrical pulses had ⇠ 250ns full width and FWHM of
approximately ⇠ 120ns.

In the measurement, each fission foil was paired with a Micromegas detector facing its mesh,
so in total ten detectors were employed. Four of them (batch FIMG-2016) were used also in a
previous n TOF measurement, that of 237Np(n,f) , while the rest six (batch FIMG-2018) where
newly produced and used in the 241Am(n,f) experiment for the first time. The detectors had a
total diameter of 18 cm and an active area (mesh) of 9.5 cm. A minor di↵erence between the
two batches is that the old ones had also the same diameter in their anode, while the anode of
the new ones had a diameter of 10 cm (see Figure 2.15). In practice, this small di↵erence did
not play a significant role in the data analysis since the signals were collected from the mesh
in all cases, and the 241Am deposits have a much lower diameter of 6 cm.
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Figure 2.15: The left pictures correspond to FIMG-2016 Micromegas batch and the right ones
to the FIMG-2018 batch. In both cases, the top picture corresponds to the anode side, where
the detectors are supported with a 2.142mm thick ring made of fiberglass (yellow and green
ring accordingly) and the bottom picture corresponds to the mesh of each Micromegas batch
respectively.

2.5 Fission chamber

The Micromegas detectors along with the actinide samples were placed in pairs in a cylindri-
cal 30 cm long aluminum fission chamber. The chamber had entrance and exit windows made
of 25µm thick Aluminized Kapton with a diameter of 15 cm, which is large enough to cover the
neutron beam spatial profile of any collimator set-up. The fission chamber was filled with a gas
mixture of Ar:CF4:isoC4H10 (88:10:2) at atmospheric pressure. During the measurement, the
gas flow and pressure were monitored and controlled with a dedicated flow regulator system by
applying two micro-controller valves to the Micromegas gas line, prior to and after the chamber
respectively. In this way, the gas pressure was kept constant ensuring stable gain during the
whole data-taking period.

The final configuration of sample-detector modules is shown in Figure 2.16. For the soldering
of the detectors, following the practice that was applied in the previous fission measurement
(237Np(n,f) ), in order to minimize the noise present in EAR-2, for the transferring of the mesh
signal as well as for the grounding of the anode plate, LEMO cabling was adopted. For the
drift voltage supply, a common single core (spaghetti) cable was soldered so as to distribute
the voltage to each drift plate.
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Figure 2.16: Left Panel: The measurement set-up consisting of ten Micromegas detectors
coupled with the actinide samples, before inserting into the fission chamber. The photograph
was taken in the ISOLDE Class-A lab during the mounting procedure.
Right Panel: Schematic illustration of the configuration of the actinide samples inside the fission
chamber with respect to the direction of the neutron beam. For the determination of the cross
section, the “sandwitch” configuration was adopted, where the isotope under study is placed
in the middle of isotopes with a well known cross section that serve as flux monitors.

2.6 Electronics and data acquisition

For the 241Am(n,f) experiment, new preamplifier modules manufactured by INFN-Bari were
employed. Even though the main circuit of the current sensitive preamplifiers remained the
same compared to previous fission measurements with Micromegas detectors performed at
n TOF, significant upgrades were made with respect to the housing of the modules. The
multi-channel modules used in the 242Pu(n,f) , 240Pu(n,f) and 237Np(n,f) measurements, were
replaced by single channel Printed Circuit Boards (PCBs) avoiding in this way any cross-
talk between the detectors. In addition, each single channel PCB which was coupled with a
unique Micromegas detector, was shielded in a separate aluminum box, leading to a significant
reduction of electronic noise. The improvement of the quality of the recorded data is depicted
in Figure 2.17.

The low voltage power supply of the preamplifiers (±12V ) was applied by means of two
CAEN N5424 4-channel NIM modules, provided by the Nuclear Physics Laboratory of Ioannina
and one home made unit from n TOF that served the same purpose (Figure 2.21). These units
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Figure 2.17: Top-panel: Example of a signal movie display from the 237Np(n,f) campaign using
the old preamplifier modules. Bottom-panel: Example of a signal movie display from the
241Am(n,f) campaign using the new single channel PCB preamplifiers. In both cases, a 235U
sample is employed.

were plugged in a NIM crate which was placed inside the experimental hall in EAR-2. The
preamplifiers were used to provide with voltage the mesh electrodes of the Micromegas detectors
and to read-out the analogue induced signals.

At n TOF the detector signals are digitized and stored as waveforms. In this way, the
characteristics of interest such as the amplitude, the timing information, the risetime and the
full width of the signals can be extracted. The signals from the preamplifiers were fed to the flash
Analog-to-Digital Converters (ADC’s) of n TOF in EAR-2, with 12 bit resolution (Teledyne
SP Devices, model: ADQ412DC [31]) for digitization. The raw-data for each detector were
recorded using a digital acquisition system [32] that was operated with a 112.5MHz sampling
rate (one sample per 8.9ns) and a full scale range of 5V . The n TOF DAQ system is triggered
by the PS telegram signal, that corresponds to the extraction of the PS beam towards to the
n TOF spallation target. Following each trigger signal, the acquisition time window was 16ms
long. Taken into account the flight path of EAR-2, this time interval corresponds roughly to a
minimum neutron energy of ⇠ 0.008 eV .

In order to minimize the recording of unnecessary data, a zero-suppression algorithm was
applied to the raw-data. After the � � flash, the first 100µs of data were written intact, due
to the oscillation of the baseline induced by the � � flash itself. After this time interval, the
signals are recorded only if the amplitude of the signal exceeds the amplitude threshold value,
set for each individual detector. In order to save the full waveform of the recorded signals, a
fixed number of waveform samples is recorded before and after the signal threshold crossings,
the so-called pre- and post-samples.

After the digitization, the data were temporarily saved on a local disk. Along with the
information concerning the characteristics of the signal itself and the ID of the detector, addi-
tional details extracted from beam monitors that follow the intensity of the proton beam bunch
by bunch and are located before the spallation target, were also stored. These monitors are
the Beam Current Transformer (BCT) which is designed to provide the number of protons
impinging on the spallation target provided by the PS and the PicK-UP Wall Current Monitor
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(PKUP) which provides a signal whose amplitude and area are related to the intensity of the
proton bunch. Every twenty bunches (equals to twenty events), a segment was created which
was moved to the CERN’s Advanced STORe manager (CASTOR) for storage on tape for
o↵-line processing and analysis.

2.7 Experimental set-up in EAR-2

The fission chamber was aligned with respect to the neutron beam in EAR-2 in a two
step procedure. Firstly, the chamber was aligned roughly using a laser system available in the
experimental hall and afterwards, two EBT 3 Gafchromic foils were fixed in contact with the
top and bottom window of the fission chamber (Figure 2.18). After a few hours of exposure to
the neutron beam, the foils were removed to be scanned and be post processed using the ImageJ
toolkit (Image processing toolkit written in Java) [33]. The fine-tuning of the placement of
the fission chamber was done according to the visualization of the beam spot in the Gafchromic
foils.

Figure 2.18: Alignment of the fission chamber in EAR-2 with respect to the neutron beam
using the laser system (left panel) and the EBT 3 Gafchromic foils on top and bottom of the
fission chamber (right panels).
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Figure 2.19: A scanned image of an EBT 3 Gafchromic self-developing dosimetry film, confirm-
ing the centrality of the fission chamber with respect to the neutron beam spatial profile. The
image corresponds to a few hours of exposure in front of the neutron beam, using the fission
collimator in EAR-2 at the beginning of the 241Am(n,f) campaign.

Figure 2.20: The adopted experimental set-up of the 241Am(n,f) measurement in EAR-2 con-
sisting of the fission chamber and the array of the Micromegas preamplifiers that were used.
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Figure 2.21: Photograph from the experimental hall in EAR-2, showing the NIM modules used
for the low voltage power supply of the Micromegas preamplifiers, along with the custom made
DB9-to-lemo adapters that were built in the Nuclear Physics Laboratory in Ioannina to provide
the ±12V for the operation of the preamplifiers.
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Chapter 3
Data Analysis

The steps of the data analysis process begin from the study of the signals of each detector, the
so-called “raw data”, which are processed with a dedicated Pulse Shape Analysis code. Next,
the quality of the data is evaluated appropriately and those that do not meet the required
standards are discarded from the analysis procedure. Finally, the cross section is calculated
after applying the necessary correction factors derived from the analysis.

3.1 Analysis of RAW data

3.1.1 Pulse shape analysis

The data transferred to CASTOR are called RAW data and were stored in binary files
that could be converted to another format for o↵-line analysis. The binary files have the
following structure. Each waveform, produced by a single proton bunch (trigger), that exceeds
the zero-suppression threshold, is digitized and recorded in one of the so-called “movies” for a
certain time period. The first movie, in case of presence of neutron beam (beam-on), contains
always the � � flash pulse along with other fission and alpha particle signals. In the present
experiment, the duration of the first movie had a predefined duration of 100µs. The rest of
the movies are stored in the files following a chronological order. Every 20 triggers (i.e. proton
pulses), a segment is created and many segments compose a run file. Each run is identified by
its unique number (RunNumber) and is composed of a predefined number of triggers. In case
of absence of the neutron beam (beam-o↵), data were stored in a similar way, except there was
no � � flash pulse recorded. In this case, the DAQ trigger was internal and periodic. The
trigger frequency and the time duration of the digitization of the beam-o↵ data depends on
the expected activity. Depending on the requirements of each experiment and the volume of
data of each measurement, the duration of the run and/or the number of triggers was adjusted
accordingly, so that the final volume of the files was as manageable as possible for the next
stages of the analysis procedure.

In order to convert the RAW data to ROOT format, a Pulse Shape Analysis code (PSA)
was developed within the n TOF collaboration by P. Žugec et al. [34]. This code was designed
for baseline calculation, pulse recognition and pulse shape fitting by adjusting some external
input parameters based on the characteristics of the type of detector used.

The algorithm is based on the calculation of the derivative of the signal which is used for the
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pulse recognition. Each signal is integrated on both sides of the selected point reducing in this
way the noise and smoothing the result. Once the derivative is calculated, the recognition of the
pulse takes place. A signal is recognized if its derivative crosses four times a certain threshold
value or in case of pile up events the previous condition is relaxed and two consecutive crosses,
below or above the mean of the derivative are accepted. The threshold is determined from
the RMS (Root Mean Square) of the part of the derivative that corresponds to the signal
baseline. The default threshold is set as 3.5 x RMS unless selected otherwise. In case of close
unresolved pile up events, the step size for calculating the derivative can be reduced up to the
point where the dip between the pulses is able to trigger at least one of the threshold crossings.
The reduction of the step size of the derivative is performed gradually and in a controlled way,
as it brings a simultaneous reduction of the signal-to-noise ratio, thus making it di�cult to
distinguish the latter from each other.

After the calculation of the derivative and the recognition of the pulses, the routine locates
the � � flash pulse. At this point, a preliminary elimination of the recognized pulses takes
places by adjusting some parameters in the UserInput file concerning the pulse width, namely
the signal’s low and high width threshold. As a next step, the baseline is calculated. The
treatment of the baseline is di↵erent close to the � � flash region, where many methods are
available to treat the oscillations and the rebound caused by the ��flash pulse. At longer time
periods after the � � flash, the baseline becomes smooth and therefore a constant baseline is
calculated taking into account the points between the reported pulses. In the present analysis,
for the baseline line in the ��flash region, an average shape of the ��flash signal along with
its following rebound, was provided within the UserInput file, therefore calculating an adaptive
baseline.

Once the baseline is defined, it is subtracted from the rest of the waveform and the clear
signal is revealed. An illustration of the most significant steps that are followed by the Pulse
Shape Analysis routine is shown in Figure 3.1, in a region where the baseline is smooth.

One of the most important elements of the pulse shape analysis routine is the determination
of the pulse height and the pulse area. This is a very crucial point, since based on these
results, certain elimination conditions are applied in order to distinguish the noise and false
pulses from the clear signals. The elimination algorithm includes an amplitude threshold and
an area/amplitude low and high threshold. Within the analysis routine, three methods are
available to calculate the final amplitude of the pulse. These options include a) the search of
the maximum of the pulse, b) the activation of the parabolic fitting to the top of the pulse and
c) the pulse shape fitting where pulse shape waveforms need to be provided by the user in the
UserInput file, so that the final amplitude and area will be determined from the fitted pulse.
In the last case, which is actually the one adopted for the analysis of the present work, the
routine selects among the provided pulse shapes, the one that provides better �2 value for each
recognized pulse and then performs the corresponding fitting procedure.

In addition to the amplitude and area of the pulse, the routine takes care of its timing
properties. The timing is determined from the signal crossing a fixed fraction of the pulse
amplitude. The arrival time of a pulse (tof) is calculated when the pulse crosses a fraction
of 30% of its amplitude. With the same logic, the arrival of the � � flash pulse (tflash) is
calculated. Furthermore, the peak time information is also reported which corresponds to the
peak position of the fitted pulse (peak tof). Moreover, the rise time of the pulse (risetime) is
calculated as the time needed for the leading edge of the pulse to rise from 10% to 90% of its
amplitude. Finally, the full width at half maximum (fwhm) and the full width at the tenth
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maximum (fwtm) are obtained from the time di↵erence of the signal crossing 50% and 10%
of the amplitude respectively. All these very significant parameters of each recognized pulse
are saved into the ROOT files and are valuable for the data selection during the next steps of
analysis.

The created ROOT files have a Tree structure for each type of detector used for the data
acquisition. The parameters extracted from the PSA routine, constitute the Tree’s branches.
The most important branches along with a short explanation are listed below:

• RunNumber: run ID number

• segment: segment number of a specific run

• BunchNumber: counter of the events for the whole run

• event: counter of the proton bunches for each segment

• movie: part of the event where a signal is located

• PSpulse: flag that describes the type of proton beam (dedicated or parasitic)

• PulseIntensity: proton pulse intensity (from BCT)

• date: date of measurement

• time: time of measurement

• detn: detector ID number

• tflash: � � flash timestamp measured at 30% of the signal’s amplitude

• tof: neutron’s time-of-flight measured at 30% of the signal’s amplitude

• peak tof: neutron’s time-of-flight measured at the highest point of the signal’s amplitude

• amp: amplitude of the fitted signal

• area: area of the fitted signal

• fwhm: FWHM of the signal

• fwtm: FWTM of the signal

• risetime: rise time of the signal from 10% to 90% of the amplitude

• pulseshape: ID of the provided pulse shape waveform for the fitting of the identified pulse

• chi2: minimal reduced �2 of the performed fit of the pulse for a selected pulse shape (the
closest the value of �2 is to unity the better the fit)

• area 0: area of the identified pulse before fitting assuming a square pulse equal in height

• amp 0: amplitude of the identified pulse before fitting
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As a following step in the analysis, the correlation of the above mentioned parameters with
each other, as well as the visualization of the data, are primary ingredients for the derivation of
the cross section. For this purpose, the most important parameters are graphically represented
in the form of histograms that aim to assist in the data quality control and selection of fission
events. The data selection was realized with dedicated routines written in the C++ program-
ming language. By looping over the entries of the Micromegas detectors, essential cuts were
applied to discard artificial or background pulses. In this way, the fission events were carefully
selected and identified, along with the necessary correction factors needed for the 241Am(n,f)
reaction cross section determination.

Figure 3.1: Pulse Shape Analysis routine: The first derivative (middle panel) of the raw movie
(top panel) is calculated. The green lines represent the positive and negative threshold applied
to the derivative. After the identification of the pulses, the calculated baseline is subtracted
and finally the signals are reconstructed (bottom panel). The depicted pulses are typical signals
of an alpha particle and fission event respectively, from a 241Am sample.

3.1.2 Treatment of fission signals

For the recognition of the pulses in the movies, two pulse shape waveforms were provided
to the PSA code for each Micromegas detector that was employed in the experimental fission
set-up. A characteristic example of these signals normalized to the same amplitude is visible
in Figure 3.2. As can be seen, the fall time of the signals is identical, since this characteristic
timing property is related to the constant of the associated electronics. The rise time of the
signals on the other hand, is di↵erent. The di↵erences on the rise time of the pulses can be
interpreted by considering both the geometry of the sample-detector and the mechanism of
charge collection.
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Figure 3.2: Characteristic signals of the same Micromegas detector with a fwhm of 120 ns.

When a fission event occurs, two fission fragments are generated inside the radioactive
sample and due to the kinematics of the reaction they travel in opposite directions. One of the
fission fragments (heavy or light) will enter the gas volume of the detector and will deposit part
of its initial energy along its path. Generally, the larger the amount of the deposited energy,
the higher the amplitude of the detected fission signal that is created from the movement of
the charge. The rise time of the signal depends on the emission angle of the fission fragment in
the drift region of the Micromegas detector. A fission fragment that is emitted in the forward
direction, almost at 0� vertical to the detector’s surface, leads to the creation of electrons in the
drift region that move towards the mesh but entering the amplification region in di↵erent times
due to the the fact that are created in a di↵erent depth of the drift volume. As a consequence,
the charge collection starts as soon as the nearest electron to the micromesh goes through the
amplification region and ends when the most distant one reaches the micromesh. Therefore,
the forward emission of the fission fragments implies a faster charge collection mechanism and
high rise time values. On the contrary, a fission fragment that is emitted from the sample at
large angle (lateral direction), almost parallel to the detector plane at 85�, creates electrons that
have to travel the same distance (⇠ 7mm) to reach almost simultaneously the micromesh. As a
result, it takes longer for the charge collection procedure to start but as a duration is faster and
this leads to signals with lower rise time values. The extreme above mentioned cases, including
also the case that the fission fragment is emitted with an intermediate angle, are visualized in
Figure 3.3.

The two pulse shapes with the di↵erent rise times were introduced to the PSA code, so
that for each detected signal the routine selects the one that better reproduces the recorded
waveform. As a proof of principle, in Figure 3.4, a plot of the rise time of the detected signals
from a 235U sample as a function of their amplitude, demonstrates that the pulses fitted with the
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Figure 3.3: Charge collection mechanism depending on the emission angle of the fission frag-
ment.

pulse shape that is suitable for fission fragments emitted at large angles (purple distribution)
have been identified with lower rise time values. In addition, the signals fitted with the pulse
shape of fission fragments emitted in the forward direction (orange distribution) have been
reported with higher rise time values. Of course, an overlapping region of the two distributions
exists where pulses emitted in the intermediate angles can be reconstructed using both pulses
shapes.

Figure 3.4: Characteristic rise time distributions of the detected signals from a 235U sample in
comparison with their amplitude. The rise time of a pulse is calculated as the time needed for
the leading edge to rise from the 10% to 90% of its amplitude.
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Another interesting remark extracted from this plot concerns the slightly higher preference
of small amplitude pulses towards the forward emission direction. This experimental observable
has a logical explanation if the following hypothesis is taken into account based on the adopted
sample-detector geometry (7mm drift gap, 9.5 cm micromesh diameter). Assuming that a
fission fragment is emitted from the center of the sample with an angle for instance of 45�, it
will have a path up to 4.8 cm to deposit part of its energy. On the contrary, a fission fragment
that is emitted from the center of the sample in the forward direction, will have less than
7mm available distance to deposit its energy and therefore can be considered that its energy
deposition will be lower resulting in a pulse of smaller amplitude.

Furthermore, inside sample material the energy degradation of the fission fragments emitted
vertically to the detector’s surface is smaller than those emitted in the lateral direction. For
this reason, the kinetic energy of these fission fragments in the active detector volume is higher
and therefore the energy deposition is smaller (lower stopping power). For the same reason, for
those events emitted vertically to the detector’s surface, the heavy fission fragments are better
identified due to the smaller energy straggling of those events.

3.1.3 Treatment of the �-flash

In the first movie of each event for every detector, the routine recognizes the ��flash pulse
when a certain set of conditions is satisfied. The proper identification of the start pulse is of
prime importance, since the time-of-flight of the recorded signals is measured relative to the
� � flash. The � � flash pulse is accompanied by a baseline oscillation and a rebound that
has to be treated with a special procedure. In order to subtract the �� flash instabilities, the
average ��flash pulse along with the accompanied oscillations were deduced for each detector
by averaging more than 2200 � � flash signals.

Indeed, as can be seen in Figures 3.5 and 3.6, the main ��flash signal shape scales with the
pulse intensity whereas the oscillatory rebound has a more steady shape. This fact is extremely
helpful, since an average shape of the � � flash can be subtracted from each individual first
movie of each event where the ��flash is present. The subtraction of this waveform intends to
lead to a proper reconstruction of the baseline close to the � � flash region, extending in this
way the energy region where fission signals of higher neutron energy can be properly analyzed.

To validate the method, the average ��flash waveform from each detector was subtracted
from the individual raw movies and the reconstruction of the baseline was examined. Two
examples of this procedure, namely a 235U and 241Am case can be observed in Figures 3.8
and 3.9 respectively, where the residuals from this subtraction after a certain time-of-flight
correspond to high energy fission events. The resulted residuals confirmed the validation of
the method since they fluctuate around zero amplitude. This, in turn is the proof that the
� � flash rebound between separate neutron bunches is consistent enough to be subtracted
from the raw signals. Of course, a result of this subtraction that is actually the drawback of
the method, is the generation of false pulses that can be parsed into the analysis ROOT files
and can be mixed up with true events.

As mentioned in the previous chapter, in the present experiment signals were recorded by
adopting a sampling rate of 112.5MHz. This means that the waveform was sampled every
8.9ns.
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Figure 3.5: Stack of � � flash signals from a 241Am sample. The main � � flash pulse scales
with the pulse intensity whereas the following oscillatory rebound shows a consistent behaviour
independently of the � � flash amplitude.

Figure 3.6: Stack of � � flash signals from a 235U reference sample.
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Figure 3.7: Close look to the rebound region of the stack of � � flash signals from a detector
with a 235U sample. The final shape of the � � flash is estimated accordingly to the most
frequent value of the stack so that the reconstructed baseline will fluctuate around zero, as will
be discussed below.

For each detector, the extracted average shape of the ��flash was estimated separately for
proton bunches of full intensity (dedicated) and proton bunches of half of the nominal intensity
(parasitic). The two shapes were compared with a proper normalization to the amplitude of
the ��flash and it turned out to be a perfect match. An example of this comparison, is visible
in Figure 3.10. The pulse shape of � � flash that is illustrated in Figure 3.10 was provided
inside the UserInput file of the PSA routine to be used for the � � flash signal recognition.
The routine aligned the pulse shape to the actual raw signal by fitting the leading edge of the
initial pulse along with a small portion of its falling edge as defined by the user. Then the
provided pulse shape waveform was scaled according to the multiplication factor obtained from
the fitting and finally subtracted from the raw signal.

This whole procedure for the ��flash subtraction is vital for the measurement of 241Am(n,f)
in EAR-2 especially with the use of the fission collimator. The experimental set-up in EAR-2
is situated only 19.5m from the center of the lead spallation target and as a result the very fast
neutrons are detected at close times-of-flight between them. In other words, in terms of neutron
energy the spectrum is quite compressed. In addition, the shape of the � � flash, meaning its
huge amplitude covering almost 2500 channels in the dedicated mode, originated from the large
fission collimator and its width at the base of the signal which is ⇠ 500ns, cause a limitation on
the maximum energy of fission signals that can be reconstructed. In Figure 3.11, the matching
of the fission signals to neutron incident energies is noticeable. Fission signals can be detected
in the rebound of the � � flash as well as in the falling edge.
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Figure 3.8: Residuals from the subtraction of the average �� flash shape from the raw movies
for an 241Am sample.

Figure 3.9: Residuals from the subtraction of the average �� flash shape from the raw movies
for a 235U sample.

46



3.1. Analysis of RAW data

Figure 3.10: Comparison of the average dedicated and parasitic � � flash pulse after a nor-
malization to the amplitude for the same Micromegas detector.

Figure 3.11: Conversion of the time-of-flight of identified fission signals to incident neutron
energies calculated at a flight path of 19.5m in EAR-2 for an Americium sample. The mea-
surement of the fission cross section of 241Am is performed literally on top of the � � flash
signal adding several degrees of straitness to the recognition of fission events in theMeV region,
which is actually the region of interest for the given measurement.
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3.2 Data quality checks

3.2.1 Gain stability of Micromegas detectors

In order to validate the stability of the gain of the Micromegas detectors, a common prac-
tice is to compare the pulse height spectra along the duration of the measurement. For this
particular experiment, this stage of control of the data was extremely critical since a dedicated
gas regulation system, as discussed in the previous chapter, was designed in order to ensure
stable gain conditions during the whole duration of the measurement in EAR-2. This was one
of the improvements that occurred with respect to the previous experimental fission campaigns.
A possible gain shift issue becomes more important when highly radioactive samples, such as
241Am, are considered. This comes from the fact that the safe and consistent separation of
alpha particles pulses and fission fragments pulses is based on stable gain conditions.

For the case of 241Am the acquired spectra without the presence of the beam, the so called
beam-o↵ spectra, served a dual purpose. Firstly, it defines the high end of the alpha-induced
background that corresponds to single or multiple piled-up alpha pulses. Secondly, it provides
a second order confirmation of the stability of the detector. For the reference samples, namely
235U and 238U , due to their significantly lower activity, beam-o↵ spectra were almost empty.
Instead, their gain stability was confirmed by amplitude spectra acquired with the presence of
the beam (beam-on). A characteristic example of the comparison of amplitude spectra from
the beginning until the end of the measurement, for each detector family, is depicted in Figure
3.12.

3.2.2 �-flash distributions

The correct estimation of the arrival time of the � � flash signal is of prime importance
since it is used as the start signal for the time-of-flight determination. Consequently, the
wrong identification of the � � flash will lead to inaccurate timing properties of the recorded
fission signals. This is the reason why the � � flash distributions are indicative of the correct
identification and subtraction of the start signal of the measurement. In Figure 3.13, the
distributions of the � � flash pulses for all the Micromegas detectors are visualized. The two
main identified distributions, follow narrow peaks, as expected and correspond to the ��flash
arrival in the parasitic (left) and dedicated (right) pulse intensity respectively. Even though
the time-of-flight technique is a relative method, the neutron bunches (BunchNumbers) where
the � � flash was identified outside from the aforementioned distributions, were excluded of
the analysis.

In the same framework, the � � flash arrival distribution, as recorded from the PKUP,
was also studied. In Figure 3.14, again two main narrow distributions are dominant along with
some � � flash timestamps that are divergent. Although these events do not constitute a
large fraction of the overall identified events, could potentially be the result of the incorrect
recognition of the true � � flash. For this reason, these neutron bunches are also discarded
from all the Micromegas detectors by gating only the events that are close to the two main
distributions, following the same logic of the parasitic and dedicated neutron pulses.
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(a)

(b)

(c)

Figure 3.12: (a) 241Am beam-o↵ spectra (b) 235U beam-on spectra (c) 238U beam-on spectra
In all cases, no gain shift was observed from the beginning until the end of the measurement.
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Figure 3.13: Distributions of the � � flash for all the Micromegas detectors used in the mea-
surement. The right distribution corresponds to the arrival of the � � flash from the parasitic
neutron pulses whereas the left distribution to the ��flash arrival from the dedicated neutron
pulses.

Figure 3.14: Distribution of the � � flash as recorded from the PKUP.

3.2.3 Noise rejection

Along with the useful fission signals, during the various steps of the analysis procedure,
electronic noise can be also recorded. During the recognition of the fission pulses in the PSA
routine, noise is eliminated by applying certain constraints in the parameters. The constraints
can be an amplitude threshold for the identified signals, an area to amplitude ratio and a lower
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limit for the FWHM of the pulse. All the pulses that are recorded as fission signals and are used
for the cross section determination should be identified of course in times after the � � flash
pulse, otherwise they are disregarded from the analysis.

There are cases where noise was introduced in the Micromegas detectors giving rise to pulses
at times larger than the � � flash and of extremely high amplitude. These events were easily
located and discarded from all the detectors. Such a case is visualized in Figure 3.15, where at
the same event simultaneously four out of ten detectors recorded noise and as a result very high
amplitude pulses were falsely recorded by the routine. The source of this noise is attributed to
the low voltage supply power unit since all four detectors were plugged in the same unit. Lickily,
these events were rare and easily noticeable from the obtained distributions of the ROOT files.

Figure 3.15: Noise that appeared simultaneously in four detectors and resulted in the recogni-
tion of extremely high amplitude pulses (more than 1000 ADC channels). These events were
rejected from all the detectors and the analysis was not a↵ected.
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3.2.4 Rejection of pre-pulses

Another case that the rejection of whole events is crucial, can be seen in Figure 3.16. The
small amplitude pulses that look like satellites next to a much higher in amplitude pulse, are
the proton pre-pulses coming from the PS accelerator at CERN. The satellite proton pulses are
recorded with a time di↵erence of ⇠ 260ns and correspond to the extraction frequency of the
proton beam of the PS. The proton losses have an impact on the time-of-flight measurement
not only in the Micromegas detectors but in all the detection systems in general.

As can be seen in the bottom panel of Figure 3.16, in the Micromegas detectors the problem
does not lie in the pulses that are identified before the � � flash, since these, as mentioned
before, are anyhow excluded from the analysis. The issue is about the fission signals that are
recorded after the � � flash that could be caused from the satellite neutron pulses meaning
that a wrong TOF can be assigned. For this reason, these events are also excluded from the
analysis. In order to identify and discard these events, a scan in the PKUP movies is necessary.
Normally in the PKUP movie, only one pulse should be present which in addition is identified
by the routine as the � � flash. Therefore, in the scenario that even one additional pulse is
identified except from the � � flash (tof!=tflash), it is an indication of the existence of proton
pre-pulses. When this is the case, this the particular event is rejected from all the Micromegas
detectors.

PKUP Signal

FIMG Signal

Figure 3.16: Proton satellite pulses that arrive with a time di↵erence of ⇠ 260ns (upper panel).
These can lead to signals appearing even before the � � flash (bottom panel).

3.2.5 Rejection of alpha particles in Americium samples

In the analysis of the Americium samples, due to their high natural radioactivity, it is of
prime importance to have a well defined separation point between the alpha particles and the
recorded fission fragments. In order to estimate the high end of the alpha particles energy
distribution in the recorded pulse height spectrum above which it is safe to measure the fission
fragments, the beam o↵ and beam on spectra are drawn together for comparison. Figure 3.17
shows such an example for a single Americium sample.
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Figure 3.17: Comparison of a beam o↵ and beam on pulse height spectrum for an Americium
sample. Above channel 100, it is safe to set an amplitude threshold to distinguish the fission
fragments in the analysis. On top of that, the separation point of alpha particles and fission
fragments is well defined.

3.2.6 Characteristic time-of-flight distributions

A convenient method for the representation of the time-of-flight data is the study of 2D
distributions of the time-of-flight vs amplitude or equivalently neutron incident energy vs am-
plitude of the recorded pulses. In this way, a map is created where signals are placed on top
of it according to their measured time-of-flight and their amplitude. The z-axis in this case, is
indicative of the statistics of the pulses. A characteristic representation like this is visualized
in Figure 3.18, where at high TOFs the pulse height of the alpha particles from the alpha
decay of 241Am (red triangle) goes up to channel 100. At low TOFs, the pulse height of the
� � flash residuals (yellow triangle) shadows the distribution of fission fragments in the MeV
region. By looking at the triangle-like distribution of alpha particles, an illusion is created that
the radioactivity of the sample is reduced in lower TOFs (and higher neutron energies). This
is just a false impression. The radioactivity is always the same. In reality this e↵ect occurs
because as we move from higher TOFs (lower energies) to shorter TOFs (higher energies), the
time binning is reduced. Assuming a sample of 241Am with an activity of 17MBq, this means
17 million of alpha particle decays per second. For instance, for a given flight path of 19.5m,
the time di↵erence between 1 to 2 eV corresponds to 400.000 ns, whereas the time di↵erence
between 1 to 2 MeV corresponds to 400ns. This is a factor of 1000 which is directly linked to
1000 times more alpha particle decays. Therefore this is exactly what is seen in Figure 3.18, if
one looks at the 106 ns and 103 ns respectively.

For the reference samples 235U and 238U the same distributions are visible in Figures 3.19,
3.20. The significantly lower activity results in the absence of alpha particle recording. In
Figure 3.19, the high statistics in an extended time-of-flight region is indicative of the fissility
of the 235U sample. On the other hand, Figure 3.20 illustrates the case of the 238U fissionable
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isotope with a reaction threshold around 1MeV which, in combination with its significantly
lower cross section, justify the absence of fission signals in the thermal region.

Figure 3.18: Amplitude vs Time-of-Flight distribution for a 241Am sample with an adopted
binning of 1000 bpd in the x-axis. The dominant alpha activity at large TOFs that correspond
to the thermal region is visible. On the other hand, at small TOFs and higher neutron energies
appear ��flash residuals which are false pulses created from the subtraction of the ��flash.
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Figure 3.19: Amplitude vs Time-of-Flight distribution for a 235U sample with an adopted
binning of 1000 bpd in the x-axis. The high statistics in the whole TOF range is an indication
that the 235U isotope is fissile. The clusters in the TOF range between 105 to 106 ns are
attributed to the resonances of 235U.
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Figure 3.20: Amplitude vs Time-of-Flight distribution for a 238U sample with an adopted
binning of 1000 bpd in the x-axis. The lack of signals in the low energy region is attributed
to the fact that the 238U isotope is fissionable and the 238U(n,f) reaction has a threshold at
1MeV .

3.2.7 Comparison of pulse height spectra

One more significant data quality check is based on the comparison of pulse height distri-
butions between dedicated and parasitic bunches. As mentioned before, two beam modes are
available at n TOF, the dedicated pulses with the nominal proton intensity and the parasitic
ones with approximately half of the nominal intensity. In any case, the pulse intensity of each
proton bunch is recorded along with the rest of the pulses’ parameters and is used to verify the
statistical agreement of the dedicated and parasitic data.

Driven by the above assumption, a common practice is to compare the pulse height spectra
of both beam modes after normalizing the distributions to the number of protons. Given that
the proton beam hits the spallation target of n TOF at the same point, after the normalization
it is expected that both distributions will match. This is not the case for the whole neutron
energy range given that due to the expected fluctuations of the neutron flux and the reaction
cross section, the observed counting rates are also fluctuating significantly. The reason lies in
the fact that both the cross section and the neutron flux fluctuate and as a result the counting
rate is varying significantly between di↵erent neutron energy regions. In order to benchmark the
analysis procedure after the ��flash subtraction as well as to estimate the necessary correction
factors concerning the amplitude cut and pile up of fission events per incident neutron energy,
the pulse height spectra of dedicated and parasitic pulses were compared. The comparison of
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the pulse height spectra for a variety of neutron energies is illustrated in Figures 3.21, 3.22 and
3.23 for a Micromegas detector from each isotope.

For 235U, when scaling the parasitic distributions to the number of protons in the low neutron
energies, it seems that the statistics of the dedicated pulses are higher than the parasitic ones
(Figure 3.21a). This e↵ect was observed in the thermal region in all the detectors of the 241Am
fission campaign but also in other experiments during Phase III of the n TOF in 2018. This
observation leads to the indication that the proton beam’s impact point on the lead spallation
target was not identical for both beam modes, resulting in a slightly di↵erent neutron flux
production. Consequently, in order to match both distributions, the application of an extra
normalization factor is required, which is not more than 10% only for this region (Figure 3.21b)
and remains the same for the rest of the detectors as well. In the MeV region (Figure 3.21e),
due to the high counting rates, pile up losses are expected. Therefore, the respective correction
factors have to be applied.

For 241Am, apart from the above mentioned 10% extra normalization factor that is needed,
the general agreement between the dedicated and parasitic pulse height spectra is better. In the
MeV region, where the higher counting rate is expected and observed, after the normalization of
the parasitic pulses to the number of protons, the dedicated ones are slightly lower in statistics
again due to counting losses.

For 238U, due to its very low, practically unmeasured experimentally cross section in the
thermal neutron spectrum, there are no recorded data to show the comparison in such low
energy regions. At the threshold of the reaction however just below 1MeV as depicted in
Figure 3.23a, the comparison between dedicated and parasitic pulses is almost perfect. For
higher neutron energies, as illustrated in Figures 3.23b, 3.23c and 3.23d, the scaling of the
parasitics to the number of protons resulted in an unpleasant discovery. In the dedicated pulse
height spectra, the once observed double bumps are not seen anymore and a significant amount
of pulses have been recorded with higher amplitude values creating a long tail and covering
almost twice the region in channels ADC of the previously recorded distribution. This extreme
distortion of the pulse height spectrum is translated, as will be discussed in the next sections,
in counting losses up to 50%. The calculation of experimental counting rate as illustrated in
Figure 3.24, highlight that the mass of 238U samples was not properly optimized and in fact
was 10 times higher than the one really needed for the specific experimental conditions.
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(a) (b)

(c) (d)

(e) (f)

Figure 3.21: Comparison of pulse height spectra for a 235U sample for a variety of incident
neutron energies.
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(a) (b)

(c) (d)

(e) (f)

Figure 3.22: Comparison of pulse height spectra for an 241Am sample for a variety of incident
neutron energies.
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(a) (b)

(c) (d)

Figure 3.23: Comparison of pulse height spectra for a 238U sample for a variety of incident
neutron energies.
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(a)

(b)

(c)

Figure 3.24: (a) 241Am (b) 235U and (c) 238U counting rates for the two pulse modes of the
n TOF facility in EAR-2 with the fission collimator. In the energy region between 1 and 3 MeV
for the dedicated pulses the maximum counting rate locally for 241Am is 1.4 MHz, for 235U is
1.5 MHz and for 238U is 3 MHz. In the Micromegas detectors when the counting rate exceeds
1 MHz, pile up events are observed in the pulse height spectrum along with the so called “pile
up tail”. In this case, the piled up pulses are recorded at higher positions (channels ADC) than
the original pulses would have been stored.
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3.2.8 Comparison of fission fragment yields

In order to assess the e�ciency of the parameters used within the PSA routine and evaluate
at first approach the selection of the fission events, it is instrumental to inspect the resulting
fission fragment yields. Accordingly, the calculated yields were normalized to the mass of each
isotope used and the results are shown in Figure 3.25. The yield spectra of each isotope family
seem to agree with each other up a few MeV in neutron energy. It has to be pointed out that
very small deviations are expected to be observed even for the isotopes of the same family,
since not all the detectors were operated with the same mesh voltages. The reason lies in the
fact that in some detectors the � � flash was saturated and the gain had to be reduced. In
reality, the gain in the Micromegas detectors for the 241Am(n,f) campaign was set to avoid
the saturation of � � flash on the one hand and on the other hand to achieve an acceptable
separation point between the alpha particles and the fission fragments in the case of Americium
but also an acceptable signal to noise ratio for the rest of the reference detectors.

 

235U Detectors

241Am Detectors

238U Detectors

Figure 3.25: Fission fragment yields normalized to mass for all the Micromegas detectors used
in the 241Am(n,f) campaign.
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3.3 Basic corrections

3.3.1 Geometrical flight path length of neutrons

The first step towards the conversion of the time-of-flight to neutron energy is the determi-
nation of the geometrical flight path length of neutrons (Lgeom). The method for finding the
appropriate Lgeom for each radioactive sample is to compare the experimental TOF spectrum
with various candidate distances from the transport code, until a matching between both dis-
tributions of the resonance peaks is achieved. The best isotope to start with, is 235U , since the
statistics acquired due to its high cross section especially in the region of resonances is quite
satisfactory. On top of that, the fissile nature of 235U allows the matching of the resonance
peaks with the flux dips in the keV neutron energy region with a single Lgeom value. Figure
3.26, demonstrates a reproduction of the TOF spectrum of a reference 235U sample, including
the position of resonances in the low energy part and the dips from the materials in front of
the neutron beam in the keV energy region. This type of comparison is performed using the
TOF distributions because both spectra carry the information of the resolution function (RF)
of EAR-2 of the n TOF facility.

Once the Lgeom for the two 235U samples is fixed from the reproduction of the experimental
spectra with the transport code and is verified that their intermediate distance is in accordance
with their true relative geometrical distance, then the next step is to reproduce the geometrical
flight paths for the rest of the samples (241Am and 238U isotopes) using the known relative
distances inside the fission chamber.

3.3.2 Resonance investigation of Americium samples

During the process of evaluating the geometrical flight path Lgeom for the 241Am samples,
it was observed that in the experimental spectra, the first strong resonance displays more
broadened characteristics compared to the corresponding resonance structure from the trans-
port code, while the very next resonances are in accordance with the experimental recorded
fission yield (Figure 3.27a). In addition, some additional resonance clusters are noticed that
do not match with the ones expected from the 241Am(n,f) reaction according to the JEFF-3.3
evaluated library (Figure 3.27b).

Searching for other contaminant candidates except from the already reported Americium
impurities from JRC-Geel, namely 242Am and 243Am , it was crucial to search in the experimen-
tal yield for fingerprint resonances. This study pointed towards 239Pu as the main identified
contributor in the resonance region. By distinguishing in the recorded data a unique resonance
of 239Pu at 75 eV , in a region where no other contribution from the 241Am isotope was expected
(Figure 3.28b), it was possible to quantify the amount of 239Pu present in the provided samples.
From the purity check of americium samples approximately 0.45% of 239Pu contamination was
identified and eventually subtracted later on in the analysis.

As a final confirmation of the new estimated isotopic composition, all reported impurities
including the 239Pu contamination, were also considered. As can be seen in Figure 3.29, after
including 0.45% of 239Pu, the reproduction of the experimental yield is more accurate.
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Transport codeTransport code

(a)

Transport code

(b)

Figure 3.26: Reproduction of the experimental TOF distribution from the transport code with
a single Lgeom for a 235U sample that was used in the experiment (a) in the region of resonances
and (b) in the region of the expected neutron flux dips.
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(a)

 

(b)

Figure 3.27: Comparison of the experimentally recorded TOF spectrum from an 241Am sample
with the transport code. Indicative of the existence of unreported contaminants is (a) the
mismatch of the first strong resonance (from the right side of the plot) and (b) the appearance
of resonance clusters that cannot be attributed to the neutron-induced cross section of 241Am .
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(a)

 

239Pu @75 eV

(b)

Figure 3.28: (a) Contribution of Americium impurities and 239Pu contamination in the reso-
nance region (b) Quantification of the 239Pu based on the “fingerprint” resonance at 75 eV.
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(a)

 

(b)

Figure 3.29: Reproduction of the experimental fission fragment TOF yield considering the
contributions of the reported from the JRC-Geel Americium impurities and the unreported
0.45% 239Pu contamination extracted from the purity investigation of Americium samples.
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3.3.3 Contaminants overview

Even though the 241Am samples used were 99.98% pure, reported impurities had to be taken
into consideration and the recorded fission fragment yield had to be corrected accordingly. In
addition, an amount of 239Pu of the order of 0.45% that was discovered during the resonance
investigation of the Americium samples was added to the list of the already known contami-
nants. The neutron-induced fission cross sections of the main contaminants that were present
in the samples are illustrated in Figure 3.30 after correcting for the actual composition.

More specifically, in the case of 241Am samples (Figure 3.30a), the contribution of contam-
inants and especially of 239Pu is significant at low neutron energies in the resonance region.
On the contrary, for neutron energies above the fission threshold, the contribution from the
contaminants is more than two orders of magnitude lower than the reaction under study. The
impressive aspect of this plot is that it shows that even a very small portion of percentage from
a fissile isotope such as 239Pu can contaminate a large region of interest for the main reaction
under study and accordingly can contribute to the recorded fission fragment yield. For the 235U
samples (Figure 3.30b), the contribution of the contaminants is negligible. Also for the 238U
samples (Figure 3.30c), above the threshold of the fission reaction, which is the only region of
interest for this isotope, again the contaminants’ contribution is of minor importance.

3.3.4 Characterization of Americium samples

The 241Am samples were measured in the Target Preparation Laboratory in JRC-Geel,
Belgium, with the alpha spectrometer LG2. Due to the high activity of the targets (⇠ 18MBq
per sample), the alpha peaks from the Plutonium contaminants could not be distinguished
clearly in the spectrum. As can be seen in Figure 3.31, the main alpha peak from the 241Am
contribution covered a wide number of channels.

In order get a better understanding of the experimental spectrum, a simple exercise was
performed to evaluate whether or not it is feasible to trace a small amount of 239Pu contami-
nation of the order of 0.45%, since this was the indication from the analysis of resonances from
the experimental TOF spectrum of 241Am. Initially, the activity of a single 241Am target was
used to calculate the alpha particle emissions for a duration of 10 minutes. Then, these events
were shared among the so far known isotope composition of the Americium target (241Am :
99.4838%, 242Am : 0.0162%, 243Am : 2.E-4%) plus an estimation of 239Pu contamination (239Pu
: 0.45%). Finally, using the most dominant alpha lines for each isotope, the calculated events
were used to reproduce an alpha spectrum using the corresponding intensities of the alpha
peaks and sampling random numbers from a standard Gaussian distribution. In the Gaus-
sian distribution, the mean matches with the alpha peak in MeV and the standard deviation
emulates the alpha resolution of silicon barrier detectors and was calculated as follows:

� =
FWHM (MeV)

2.35
(3.1)

A typical alpha resolution value for these detectors is 20 keV FWHM but also the same exercise
was performed with a much worse resolution of 40 KeV FWHM for comparison purposes.

In Figures 3.32a, 3.32b, the results are highlighted for the scenario of 20 keV and 40 keV
FWHM alpha resolution respectively. Although these figures cannot be directly compared with
the experimental spectrum of Figure 3.31, it is obvious that such small amounts of contaminants
cannot be distinguished with ↵ -spectroscopy.
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(a)

(b)

(c)

Figure 3.30: Weighted according to the sample composition fission cross sections in 100bpd for
the (a) 241Am (b) 235U and (c) 238U samples from the 241Am(n,f) campaign using the ENDF/B-
VIII.0 evaluated library. 69
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Figure 3.31: Alpha spectrum of a single 241Am target measured at the LG2 station in the
Target Preparation Laboratory of JRC-Geel.

In front of this situation, the samples were placed in a specially designed station on top
of a broad energy and High Purity Germanium detector (HPGe) of 45% relative e�ciency, in
order to perform � -spectroscopy. Each 241Am target was scanned in detail using a 4mm lead
collimator that was placed between the window of the detector and the target. By measuring
a specific gamma line in the spectrum (E� = 59.54 keV, I� = 35.9%) which is attributed to
the decay of the 241Am isotope, it was possible to perform relative measurements and acquire
the profile of the actinide deposit for all the 241Am samples covering the total diameter (6 cm)
of each target (Figure 3.35). The results demonstrated that the distribution of the material
during the electrodeposition technique in some targets is not homogeneous.

In order to validate the results acquired with � -spectroscopy, the homogeneity of the targets
was also studied by means of autoradiography. In this technique, the radioactive targets were
exposed in front of a phosphor screen, the so-called imaging plate. The 241Am targets, were
put in direct contact with the imaging plate for approximately 2 minutes. The imaging plates
trapped the radiation energy and at a latter stage were scanned with a laser beam resulting in
an energy release in the form of luminescence. From the luminescence which is proportional
to the exposed radiation, it was possible to acquire information about the homogeneity of
the target layer. The results from the comparison of the autoradiography method and the �
-spectroscopy scanning, for three 241Am targets, are illustrated in Figures 3.36, 3.37 and 3.38.
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(a)

(b)

Figure 3.32: (a) 20 keV FWHM alpha resolution (b) 40 keV FWHM alpha resolution
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Figure 3.33: Set-up for the characterization of actinide targets by low geometry alpha particle
counting in the Target Preparation Laboratory of JRC-Geel (left panel). The silicon surface
barrier detector has a diaphragm of 34 mm in diameter and is located at a distance of 1.635
m from the actinide target. On the right panel, a picture taken from the outside of the safety
glovebox during the mounting of an 241Am target in the measurement position.

72



3.3. Basic corrections

Figure 3.34: Set-up in the g-spectroscopy station of the Target Preparation Laboratory in
JRC-Geel. The picture was taken during the scanning measurement of an 241Am target.

Figure 3.35: Surface profile of all 241Am targets acquired by g-spectroscopy scanning.
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Figure 3.36: Surface profile investigation of the TP2017-003-03 241Am target using autoradio-
graphy and g-spectroscopy scanning.

Figure 3.37: Surface profile investigation of the TP2017-003-04 241Am target using autoradio-
graphy and g-spectroscopy scanning.

Figure 3.38: Surface profile investigation of the TP2017-003-08 241Am target using autoradio-
graphy and g-spectroscopy scanning.
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3.3.5 Spontaneous fission

The branching ratio for spontaneous fission (a nucleus spontaneously splits into fragment
nuclides) in 241Am is 3.6⇥10�10(9)% [35]. Taking into account an 241Am sample with the highest
activity among the available ones, for example 18.89MBq and considering the ratio of the
primary decay mode of 241Am, which is via alpha particle emission over the spontaneous fission
branching ratio (↵/s.f = 3.6⇥10�12), it turns out that 1.088⇥10�6 spontaneous fission events
per bunch are expected. Given that one run was composed approximately of 4000 bunches, the
expected spontaneous fission rate per single run is estimated to be 4.35⇥ 10�3 events, which is
a practically negligible contribution to the overall statistics.

The same calculations were also performed for the reference samples, namely 235U and 238U.
Table 3.1, shows the results of this study using the branching ratios of spontaneous fission as
reported from [36], [37]. In all cases, the spontaneous fission contribution is negligible.

Sample Highest Decay Modes and Total decays per SF events SF events
Activity (Bq) Branching Ratios (%) bunch per bunch per run

241Am 18.89(8) a:100 302240 1.088E-6 4.35E-3
SF: 3.6E-10(9)

235U 23.80(17) a:100 0.3808 2.67E-11 1.07E-7
SF: 7.E-9(2)

238U 27.5(3) a:100 0.44 2.4E-07 9.59E-4
SF: 5.45E-5(2)

Table 3.1: Investigation of the spontaneous fission contribution for Americium and reference
samples. As can be seen, the spontaneous fission component is practically negligible, and the
same conclusion is deduced from the beam o↵ spectra of 235U and 238U samples, which are
empty in the region (in ADC channels) that normally is expected to record fission events.

3.3.6 Resolution function of EAR-2

As can be seen in Figure 3.39, for neutrons that arrive within the same time-of-flight bin in
the experimental area, there is a distribution for the moderation length. In other words, not all
the neutrons of the same TOF or equivalently neutron energy have traveled the same distance
inside the target-moderator assembly. Additionally, there is no way to know experimentally the
moderation length for each single neutron that arrives in the experimental area other than the
Monte Carlo simulations that provide the resolution function by calculating this probability,
but still cannot benchmark each detected neutron in the actual experiment.

From the 2-dimensional probability distribution of the moderation length as a function of
the time-of-flight, the average and most probable values for � can be extracted per TOF bin.
As illustrated in Figures 3.40a and 3.40b respectively, the distributions are quite conflicting and
on top of that there is no specific reason to use any of these single � valued distributions for
the TOF to energy conversion. Ideally, for the TOF to energy conversion the full information
of the resolution function as provided by the Monte Carlo simulations has to be considered.
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In the frame of the 241Am(n,f) reaction study, a new method was developed in order to
include the e↵ect of the resolution function in the experimental data of the EAR-2 of the
n TOF. A code written in C++ was created, according to which for every recorded pulse,
the code allocates on an event-by-event basis randomly a � value which is sampled from the
distribution of the corresponding time-of-flight bin. Then, this random � value is stored as an
extra branch inside a new Tree along with the rest of the characteristic quantities of the pulse
for further analysis. With this method it is evident that neutron pulses detected with the same
time-of-flight will be allocated with a di↵erent random � value that follows the distribution of
the moderation length distribution � of the given TOF bin.

As a proof of principle, Figure 3.40 illustrates the implementation of the random � distri-
bution method for the three isotopes of this measurement. The 2-dimensional distributions
are populated according to the conventional TOF yield that is expected for each isotope by
considering its mass, neutron flux and cross section. As a general observation, the better the
statistics are, the easier is to see the formation of the original resolution function that is used
(Figure 3.39). This is actually the case of the fissile 235U sample that can be seen in Figure
3.41b.

Figure 3.39: Full moderation length � distribution as a function of the time-of-flight for a
geometrical flight path of 19.5m in EAR-2 for the fission collimator. The negative � values are
related to the scoring plane of the Monte Carlo simulation which for EAR-2 was set 37.2 cm
above the center of the spallation target. Furthermore, the spread of the � distribution at small
times-of-flight (high neutron energies) is attributed to the proton beam width (7 ns RMS).
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(a)

(b)

Figure 3.40: (a) Average and (b) most probable � value distribution as a function of the
time-of-flight for a geometrical flight path of 19.5m in EAR-2.
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(a)

(b)

(c)

Figure 3.41: EAR-2 resolution function on an event-by-event implementation for a sample of
(a) 241Am (b) 235U and (c) 238U detector family.
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3.3.7 GEF code as fission fragment event generator

The GEneral description of Fission model (GEF) code [38] is a computer code that simulates
the nuclear fission process using the Monte Carlo method. GEF, among others, predicts fission
observables with a rather good agreement with the experimental data. Within the framework
of the present study, GEF was used as a fission fragment event generator for the nuclear
reactions under study and its output was provided as input to a simulation that handles the
transportation of particles which was performed with the GEANT4 tooklit [39] [40] [41]. The
goal was to study the energy deposition of the fission fragments inside the volume of the
Micromegas detector using the same geometry that was adopted in the 241Am(n,f) experiment.

GEF provided on an event-by-event basis, the atomic (or charge) and total mass distribu-
tions for the produced light and heavy fission fragments along with their total kinetic energy in
MeV. The fission fragments are emitted from the compound fissioning nuclei of 236U , 239U and
242Am respectively. In Figures 3.42, the distributions of the total yield of fission fragments is
shown as a function of the mass and atomic number, for the created compound nuclei assuming
monoenergetic incident neutrons of 1MeV . For the light fission fragments, the heavier the
compound nucleus is, the heavier are the produced light fragments. The trend of shifting in the
mass distribution of the light fission fragments in Figure 3.42a, indicates that the heavier the
compound nucleus is, the extra nucleons are absorbed almost exclusively from the lighter fission
fragments. For the heavy fragments, as illustrated in Figure 3.42b, the low edge of the atomic
distribution remains nearly constant independently of the compound nucleus. The reason for
this lies in the fact that in this region exists the “doubly magic” nucleus 132Sn with Z=50 and
N=82. According to the shell model, in the nucleus, magic numbers are the number of either
protons or neutrons at which a shell is closed. As a result, nuclei with a “magic” number of
protons or neutrons are more stable than other nuclei. The seven first most widely recognized
magic numbers are 2, 8, 20, 28, 50, 82 and 126. Since there is no overlap of the light fission
fragments with these numbers, their distribution is not a↵ected by shell closures and therefore
no such e↵ect is observed there.

The output of GEF in addition to the Z and A of the produced fission fragments provides also
their total kinetic energy after the prompt-neutron emission. In order to calculate the kinetic
energy of each fission fragment independently, the principle of conservation of the kinetic energy
and momentum is taken into account. The momentum of the incident neutrons is considered
negligible and therefore the application of the conservation laws can be expressed as follows:

KETotal =KELF +KEHF (3.2)

~0 =~PLF + ~PHF (3.3)

where the notation LF and HF stands for the light and heavy fission fragments respectively.
By solving the simple equations 3.2, 3.3, the kinetic energy of the fission fragments is given as:

KELF,HF =
AHF,LF

ALF + AHF

·KETotal (3.4)

where ALF and AHF are the total post neutron emission masses of the light and heavy fission
fragment respectively. From equation 3.3 is straightforward that the fission fragments are
emitted in opposite directions since the conservation of momentum implies that:

~PLF = �~PHF (3.5)
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Figure 3.42: (a) Mass and (b) atomic number fission fragment distributions for the fissioning
nuclei under study calculated with the GEF code assuming monoenergetic incident neutrons of
1 MeV.
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The kinetic energy of fission fragments that emerged from the compound nucleus 242Am is
illustrated in Figure 3.43a, where the contributions from the heavy and light fission fragments
are also highlighted. In the 2-dimensional plot of Figure 3.43b, the kinetic energy of the fission
fragments is correlated with their mass number. This is a characteristic distribution and is
widely referred to as “fission fragment lungs” due to the association suggested by the shape of
the corresponding structure.

Having already for each compound nucleus a list of the produced fission fragments along
with their properties (Z, A, KE), the next step is to initialize their position (x0, y0, z0) and
momentum (px0, py0, pz0) within the radioactive target, to be used as fission event generator in
the GEANT4 simulation. Initially, for each fission event, due to the kinematics of the reaction
as already mentioned above, only one of the produced fission fragments (light or heavy) will
eventually enter the gas volume in the direction of the Micromegas detector. Consequently, for
each fission event only one of the fragments was chosen, giving a 50-50 probability for that to be
light or heavy. The fission fragments were generated randomly inside the volume of the actinide
target, ensuring in this way uniform distribution of the radioactive material. To achieve this,
the (x,y) coordinates were assigned to random numbers that were generated within the surface
of the actinide target with radius R = 3 cm, according to the following condition:

x2 + y2 < R2 (3.6)

Then, the z coordinate was also randomly chosen inside the frames of the thickness of the target.
The uniform fission fragment generation within the cylindrical volume of the actinide target is
better visualized in Figure 3.44. In addition to the randomization of the starting coordinates, a
uniform distribution was adopted concerning the momentum direction of the fission fragments.
The selected fission fragments were propagated isotropically in a 2⇡ emission angle towards the
gas volume in the direction of the Micromegas detector. Figure 3.45 illustrates the 2⇡ uniform
momentum that was randomly assigned to the fission fragments. The fission fragments along
with their properties as calculated with the GEF code were used as primary particles at the
GEANT4 simulation in order to study their energy deposition in the active volume of the
Micromegas detector and to estimate the e�ciency of the detection set-up.
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Figure 3.43: (a) Probability distribution of the kinetic energy and (b) Mass number versus
kinetic energy for the light and heavy fission fragments calculated with the GEF code for the
compound nucleus 242Am and considering incident neutrons of 1 MeV.
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Figure 3.44: Random generation of the fission fragments in the cylindrical volume of an Am
target shown in the x-y plane (left panel) and in the x-z plane (right panel).

Figure 3.45: Propagation of the fission fragments along the z-axis towards the direction of the
Micromegas detector by adopting a 2⇡ isotropic emission. The x-y plane coincides with the
surface layer of the actinide material.
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3.3.8 GEANT4 geometry simulation

Within GEANT4, a simple geometry of the fission chamber including the actinide sample
and the Micromegas detector was implemented, as illustrated in Figure 3.46. A cylindrical
aluminum chamber with dimensions 30 cm x 30 cm x 1.5 cm (length x diameter x thickness)
was filled with a gas blend of Ar:CF4:isoC4H10 (88:10:2) at atmospheric pressure with a volume
density of 1.88mgr/cm3. In addition, the two chamber’s kapton windows of 25µm thickness
and 15 cm diameter placed at the entrance and exit of the fission chamber respectively were
also included in the simulation. The cylindrical volume of the actinide sample which was placed
at the center of the inner volume of the fission chamber had a diameter of 6 cm and a thickness
that was properly adjusted to match the areal density and the total mass of the actual actinide
sample. Finally, the active gas volume in front of the Micromegas detector was simulated as a
separate cylindrical gas volume with 9.5 cm diameter, to match the micromesh active surface,
and 7mm thickness which corresponds to the drift gap distance that was adopted in the actual
241Am experiment. This was actually the scoring volume in the GEANT4 simulation for the
recording of the energy deposition from the transportation of the fission fragments in the active
gas volume of the Micromegas detectors.

Figure 3.46: Visualization of the fission chamber geometry.

An example of the output of the GEANT4 simulation is visualized in Figure 3.47. In this
plot, the total energy deposition of the fission fragments generated from the 236U fissioning
compound nucleus in the active gas volume of a Micromegas detector is presented. In addition,
the individual contributions of the light and heavy fission fragments are also highlighted with
di↵erent colours. Furthermore, in Figure 3.48, a comparison is made concerning the total energy
deposition of the fission fragments, for various actinide samples used in the experiment, taking
into account the masses, material densities and their estimated thicknesses.
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Figure 3.47: Simulated energy deposition of heavy and light fission fragments from the 235U(n,f)
reaction.
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Figure 3.48: Comparison of the simulated energy deposition of the fission fragments for the
di↵erent (n,f) reactions, considering incident neutrons of the MeV region and taking into
account the real thicknesses of the actinide samples used in the experiment. The significant
higher probability distribution of the 238U sample below 30MeV is directly related to its larger
thickness compared to the rest of the actinide family samples used in the experiment.
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Since the exact chemical composition of the actinide targets prepared with the electrodepo-
sition technique, is not accurately known, a sensitivity study was performed in order to compare
the energy deposition of the fission fragments considering various chemical oxide compounds.
For this purpose, various simulations with GEANT4 were performed, each time by adopting
a di↵erent chemical composition in the volume of the cylindrical target under study. Based
on the available information for the value of the volume densities of the isotopic as well as
oxide compounds [42], the thickness of the actinide was adjusted accordingly in each simula-
tion, ensuring at the same time the homogeneous generation of the imported from GEF fission
fragments inside the actinide’s volume.

In Figures 3.49 and 3.50, the energy deposition of fission fragments induced by thermal
neutrons for di↵erent actinide compound scenarios is depicted for an 241Am and 235U target
respectively. For the proper interpretation of the results, Tables 3.3 and 3.5 show the estimated
thicknesses of the actinides for the adopted chemical compositions. As a general observation, the
general shape of the total energy deposition is not significantly a↵ected by considering di↵erent
scenarios for the chemical composition of the compounds, therefore the exact knowledge of the
latter is not crucial for the simulations. Nonetheless, it is worth mentioning that the thickness of
the actinide sample slightly a↵ects the low energy part of the energy deposition below 30MeV .
For example in the case of 241Am (Figure 3.49), this low energy part is almost the same in all
scenarios because the corresponding thicknesses are also very much alike. On the other hand,
in the case of 235U (Figure 3.50), the higher is the low energy part, the thicker is the target. At
the end of the day, the selection of the adopted chemical composition is a free choice based on
the better agreement with the experimental data but also keeping in mind that as the thickness
of the target increases, the e�ciency also changes as well. For the present work, it was assumed
that the targets are purely isotopic with no oxide impurities.

From the GEF/GEANT4 simulations, the e�ciency ✏ of the Micromegas detector is esti-
mated, which in reality is a correction factor that is indicative of the fission fragments that are
lost inside the volume of the actinide target and therefore do not enter the active gas volume
of the Micromegas detector. The detection e�ciency ✏ is calculated according to the following
formula:

✏ =
FFs entering the gas volume

FFs emitted from the actinide volume
(3.7)

In all cases, considering the di↵erent geometric e↵ects of each target case (241Am, 235U, 238U),
which are basically the various thicknesses, over one million fission fragments that were emitted
towards the direction of the gas volume of the Micromegas detector in each Monte Carlo
simulation, the e�ciency was found to be ✏ = 0.999. This means that only 0.1% of the fission
fragments were absorbed inside the actinide deposit, a number that is indicative of how thin
the fission foils were.
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Am isotope mass Target Abundance (%) Weighted mass
241.056827413 99.9838 241.018
242.059547428 0.00162 0.004
243.06137994 0.002 0.005

Total 99.98742 241.027
O isotope mass Natural Abundance (%) Weighted mass
15.9949146196 99.757 15.956
16.99913175664 0.038 0.006
17.99915961284 0.205 0.037

Total 100 15.999

Table 3.2: Weighted mass calculation for a case of 241Am sample used in the experiment. The
atomic masses are taken from [43].

Chemical formula Am AmO2 Am2O3

of compound
Atomic/Molecular weight 241.027 273.025 530.051

Am (%) 100 88.3 90.9
O (%) 11.7 9.1

d (gr/cm3) 13.67 11.68 11.77
total mass (gr) 0.0001489 0.0001687 0.0001637

target thickness (nm) 3.85 5.11 4.92

Table 3.3: Thickness calculation of 241Am target assuming di↵erent compound chemical com-
position. The compound volume densities were retrieved from ref. [42].
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U isotope mass Target Abundance (%) Weighted mass
234.04095037 0.035973 0.084
235.04392819 99.9336 234.888
236.045566201 0.009629 0.023
238.050786996 0.02073 0.049

Total 99.99993 235.044
O isotope mass Natural Abundance (%) Weighted mass
15.9949146196 99.757 15.956
16.99913175664 0.038 0.006
17.99915961284 0.205 0.037

Total 100 15.999

Table 3.4: Weighted mass calculation for a case of 235U sample used in the experiment. The
atomic masses are considered from [43].

Chemical formula U UO2 U3O8

of compound
Atomic/Molecular weight 235.044 267.043 833.128

U (%) 100 88 84.6
O (%) 12 15.4

d (gr/cm3) 18.97 10.95 8.39
total mass (gr) 0.0002977 0.0003382 0.0003517

target thickness (nm) 5.55 10.93 14.83

Table 3.5: Thickness calculation of 235U target assuming di↵erent compound chemical compo-
sition. The compound volume densities were retrieved from ref [42].
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Figure 3.49: Energy deposition of fission fragments induced by thermal neutrons considering
di↵erent chemical composition compounds for the case of a 241Am target. The extremely good
agreement of the energy deposition in the low energy part is related to the similar thicknesses
of the adopted compounds.
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Figure 3.50: Energy deposition of fission fragments induced by thermal neutrons considering
di↵erent chemical composition compounds for the case of a 235U target. The small discrepancy
in the low energy part is a result of the di↵erent thicknesses of the adopted compounds.
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3.3.9 Response function of the Micromegas detector

The energy deposition of the fission fragments inside the active gas volume of the detector,
as extracted from the Monte Carlo simulations, is used for the estimation of two main correc-
tions: (a) The amplitude cut correction factor, which is applied in the experimental amplitude
spectrum to achieve the distinction of the fission signals from the rest of the recorded signals
which are mainly attributed to alpha particles and “� � flash” residuals and (b) The pile-up
correction factor, which dominates the high energy neutron spectrum and is expected to be sig-
nificant when signals are overlapping with each other due to an inflated counting rate, therefore
leading to counting losses.

The reproduction of the experimental pulse height spectra is achieved by the conversion of
the simulated energy deposition of fission fragments in MeV, to ADC Channels via the following
formula:

ADC Channels = A+ B ·Gauss(Edep, �(Edep)) (3.8)

where the A,B parameters of the linear transformation are related to the gain of each Mi-
cromegas detector and the resolution broadening is accomplished by using a Gaussian-like
distribution with the energy deposition value as mean and a randomized energy deposition
dependent response function as standard deviation. For a satisfactory reproduction of the ex-
perimental spectra, practically any kind of response function may be used, provided that no
distinction is made in the treatment of convolution of the energy deposition between the light
and heavy fission fragments. In the present work, the response function that was adopted is
given in the following formula:

�(Edep) = C · ( Dp
Edep

+
E

Edep

) (3.9)

where the C, D, E parameters are adjusted individually for each Micromegas detector until a
realistic reproduction of the experimental pulse height spectra is achieved.

3.3.10 Amplitude Cut

In order to account for the fission fragments that are lost due to the applied cut in the
experimental pulse height spectrum, the simulated spectrum is used to estimate the portion
of fission fragments that lies below the amplitude cut threshold. This is the reason that the
comparison of the simulated and experimental spectrum or else the reproduction of the ex-
perimental spectrum with the simulated one is needed. An illustration of this comparison is
visualized in Figure 3.51 for the three actinide families, where a very satisfactory agreement
is achieved between the experimental and simulated spectrum in each case. In these Figures,
the percentage of the rejected fission fragments for di↵erent typical amplitude cut channels,
is also indicated on top of each plot. It is important to mention that in each simulation the
integral of the high energy part of the experimental spectrum is equal to the simulated one
for the equivalent region of ADC Channels. Furthermore, the final choice of the amplitude cut
channel is based on the adequate separation of the alpha particles with the fission fragments
for low neutron energies, as well as the rejection of the “��flash” residuals in the high energy
region of the neutron spectrum.
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Figure 3.51: Estimation of the amplitude cut correction factor for a case of (a) 241Am (b) 235U
and (c) 238U sample by comparing the experimental spectra with the simulated ones.
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3.3.11 Pulse pile-up

At extremely high counting rates (⇠ MHz), possible counting losses may occur [44]. Count-
ing losses are subject to dead time and pile-up physical phenomena. It has to be underlined
that these are two di↵erent phenomena [45]. Dead time or resolving time of a counting system
is characterized as the minimum time of separation for the proper detection of the pulses and is
mainly attributed to the instrumentation part of the detection system and the electronic pulse
processing. The phenomenon of pile-up is observed when two or more pulses arrive too close to
each other, practically when they overlap and therefore the production of a combined pulse of
summed amplitude takes place. The identification between dead time and pile-up is not always
clear, it is nonetheless necessary in order to understand the origin of counting losses (or else the
physics of the phenomena) and to be able to properly account for these counting losses during
the data analysis procedure. Briefly and very generally, in the case of pile-up, a summed pulse
is produced when e.g. two pulses are combined leading simultaneously to energy resolution
degradation in addition to count loss. On the other hand, in the case of dead time, the second
pulse is lost without any energy degradation of the first pulse. Keeping the latest definitions
in mind, it is legitimate to consider the source of counting losses in the case of Micromegas
detectors which belong to the category of proportional gas counters.

For this purpose, the examination of the pulse height spectra of the Micromegas detectors
is quite educational as well as of prime importance. In Figure 3.52a, the pulse height spectrum
of a 235U sample can be seen. Through the comparison of the dedicated pulse height spectrum
with the parasitic one scaled to the number of protons for the same neutron energy region, it
is observed that at higher counting rates (moving from parasitic to dedicated bunches), pulses
that once were expected to lie around the two dominant humps are now recorded at higher
amplitude channels. The same phenomenon is also observed in Figure 3.52b, for the case of a
238U sample where the pulse height spectrum from the dedicated bunches is in fact distorted
to a higher degree than in the case of 235U sample. The reason lies in the higher counting rate,
leading to a degradation of the resolution of the spectrum and a long tail of piled-up pulses.
From this, it is understood that for the experimental condition of the present work (Micromegas
coupled to Flash ADC), the pulse losses are attributed to the pile-up phenomenon.

To correct for the piled-up pulses in the analysis, a prototype method was developed based
on the post-processing of spectral information and deconvolution of pile-up events, using the
simulated energy deposition of the fission fragments from the GEF/GEANT4 Monte Carlo
simulations. The systematic study of the experimental pulse height spectrum was focused into
three individual amplitude ADC channel regions, as illustrated in Figure 3.53. In particular,
in the first (I) region, the agreement of the experimental and simulated spectrum in these
lower ADC channels is important, mainly for the determination of the amplitude cut correction
factor. To achieve a nice reproduction of the low part of the amplitude spectrum, three control
points were used to ensure that the final reconstructed integral of the spectrum is the same
independently of the choice of the channel for the amplitude cut correction and that the possible
di↵erences in the integrals between these channel points are kept below 1%. The second (II)
region is defined as the intermediate region from the end of the amplitude cut control points up
to approximately the channel where the experimental spectrum ends in the absence of piled-up
pulses. Even though in this region the simulation does not follow exactly the experimental
distribution on a channel-by-channel basis, once more, the overall integral in both cases is kept
the same. There are two main possible reasons that can explain this discrepancy. The first one
is that the response function that was used for the conversion of the energy deposition of the
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235U

Missing pulses in the bumps

Pulses of summed 
amplitude→ Pile-up tail

(a)

 

238U

Missing pulses in the bumps

Pulses of summed 
amplitude→ Pile-up tail

(b)

Figure 3.52: Experimental pulse height spectra of dedicated and parasitic bunches in the region
of MeV for a case of (a) 235U and (b) 238U sample. The degradation of the energy resolution in
the higher amplitude ADC channels is evident. At higher counting rates (dedicated bunches),
the e↵ect of the pile-up, appears as the moving of pulses from lower to higher ADC channels,
therefore giving rise to a pile-up tail of pulses.
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fission fragments to amplitude ADC channels is maybe not the ideal one, and the second reason
lies in the fact that in the simulations the recombination of electrons during the transportation
of ions through matter is not taken into account.

The third (III) and last region of study starts from the end of the second region and extends
up to the end of the pulse height spectrum, covering the entire area of the overlapped pulses,
otherwise known as “pile-up tail”. In the third region, the integral between the simulated and
experimental spectrum is kept the same as well. The overall goal is to actually estimate how
many pulses have been piled-up and not just to calculate the simple integral below the “pile-
up tail”. The reproduction of the experimental spectrum with the simulation is considered
successful when the shape of the lower part of the spectrum matches with the simulated one,
the integrals of the individual above mentioned regions of study are almost identical and the
“pile-up tail”, if it exists, is nicely followed.

In practice, the technical overlapping of pulses in the simulated spectra requires the use of
the distribution of the time di↵erence of consecutive pulses, as recorded during the experiment.
Prior to the conversion of the energy deposition to ADC channels, the simulated events are
given a timestamp from a time distribution like the one that is illustrated in Figure 3.54.
The simulated fission events are timestamped with random numbers that follow the above
mentioned time distribution, in the time interval between [0,dt]. The dt value stands for the
TOF bin width measured in ns, of the neutron energy region of the pulse height spectrum under
study. Then, using a pile-up threshold value, the e↵ect of pile-up is artificially created on an
event-by-event basis by comparing the timestamps of the simulated fission events. Practically,
this pile-up threshold value, which is set in the time interval between [0,dt), has no physical
meaning, nonetheless the critical number is the ratio of the pile-up threshold value over the
TOF bin width. In the comparison process, if the di↵erence of the timestamp of two consecutive
events is larger than the pile-up threshold value, then the two events are considered separate,
as is their energy deposition in the simulated spectrum. If on the other hand, the di↵erence
of the timestamp of the two consecutive events is lower than the pile-up threshold value, then
the events are considered as one and their energy deposition is summed, using a uniform
distribution, before converting to ADC channels. Additionally, by observing the end of the
“pile-up tail” in the experimental spectrum, multiple pile-up threshold values can be defined in
order to mimic 1st, 2nd and 3rd order degree of pile-up. Therefore, meaning to have an already
piled-up pulse, piled-up with an other one and goes on. As expected, the higher the counting
rate in an experimental spectrum of a specific energy range, the higher the degree of pile-up
that should be adopted for a better reproduction of the spectrum.

With this method, the actual number of fission events that have been piled-up were esti-
mated and finally the corresponding neutron energy dependent correction for the counting losses
was retrieved. An example of this whole process for the case of an 238U sample, is demonstrated
in Figures 3.55 and 3.56, where the simulated spectra are compared with the experimental ones
in an extended neutron energy range spanning from 0.5 to 6.5MeV .
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Figure 3.53: (a) Linear and (b) logarithmic view of the same pulse height spectrum divided in
three regions of study.
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Figure 3.54: Time di↵erence of consecutive pulses for the range from 200 keV to 10 MeV
neutron energy.
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(a) En = 0.5� 1MeV , Pile-up = 0% (b) En = 1� 1.5MeV , Pile-up = 7%

(c) En = 1.5� 2MeV , Pile-up = 37% (d) En = 2� 2.5MeV , Pile-up = 49%

(e) En = 2.5� 3MeV , Pile-up = 46% (f) En = 3� 3.5MeV , Pile-up = 38%

Figure 3.55: Simulated pile-up reconstruction in pulse height spectra of 238U for various neutron
energies spanning from 0.5 to 3.5 MeV.
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(a) En = 3.5� 4MeV , Pile-up = 31% (b) En = 4� 4.5MeV , Pile-up = 29%

(c) En = 4.5� 5MeV , Pile-up = 26% (d) En = 5� 5.5MeV , Pile-up = 25%

(e) En = 5.5� 6MeV , Pile-up = 24% (f) En = 6� 6.5MeV , Pile-up = 21%

Figure 3.56: Simulated pile-up reconstruction in pulse height spectra of 238U for various neutron
energies spanning from 3.5 to 6.5 MeV.
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Experimental Results

After the detailed analysis procedure described in the previous chapter, the cross section of the
reaction under study is calculated by applying the necessary corrections to the measured fission
fragment yields.

4.1 Cross section calculation

The 241Am(n,f) cross section is calculated relative to the 235U(n,f) cross section for each
energy bin, according to the formula:

�(En) =
N(En)

N ref (En)
· ✏

✏ref
· famp(En)

f ref

amp(En)
· fpu(En)

f ref

pu (En)
· fcont(En)

f ref

cont(En)
· n

ref

n
· �ref (En) (4.1)

In Equation 4.1, N are the recorded counts in the fission fragment yield distributions, ✏ is the
Micromegas e�ciency which takes into account the fraction of fission fragments that do not
manage to enter the Micromegas gas volume, famp is the correction factor for the amplitude
cut, fpu is the correction factor for pile-up, fcont is the contribution for the contaminants
in the samples and n are the areal densities of the samples. The quantities corresponding
to the reference sample, which in this case is 235U, are referred to with the subscript “ref”.
Additionally, the number of nuclei per barn in the samples is calculated from the following
equation:

n


nuclei

b

�
= 10�24NA · ⇢A

Ar

(4.2)

where NA is the Avogadro number, ⇢A is the known areal density in gr/cm2 and Ar is the
atomic weight.
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4.2 Results

The cross section determination of the 241Am(n,f) reaction was performed relative to the
235U(n,f) reference reaction for the neutron energy region of 9meV up to 6MeV . Unfortunately,
the 238U samples could not be used as reference due to the extreme counting rate that caused
issues both in the systematic identification and subtraction of the �-flash pulse, as well as in the
accurate detection of the fission signals in the MeV neutron range. The results of the fission
measurement performed in EAR-2 of the n TOF facility at CERN are presented in Figure
4.1. In Figure 4.2 the comparison of the experimental cross section data with the evaluated
libraries ENDF/B-VIII.O [46] and JEFF-3.3 [47] is displayed. The data are presented using an
isolethargic binning of 100 bpd in the axis of neutron energy.
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Figure 4.1: Experimental cross section data of the present work for the 241Am(n,f) reaction
spanning from 9meV up to 6MeV . The data are plotted in isolethargic binning of 100 bpd in
the energy axis. The errors shown in the figure are attributed only to the statistical uncertainty.
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Figure 4.2: Comparison of the experimental cross section data of the present work for the
241Am(n,f) reaction with the evaluated libraries ENDF/B-VIII.O and JEFF-3.3. The data are
plotted in isolethargic binning of 100 bpd in the energy axis. The errors shown in the figure
are attributed only to the statistical uncertainty.

The experimental cross section data in the first three resonances of the 241Am(n,f) reaction
against the above mentioned evaluated libraries are presented in Figure 4.3. The n TOF data
seem to follow the general shape of the resonance structures. The broadening of the first
resonance may be attributed to the quality of simulations for the resolution function of EAR-2
during Phase-III of n TOF. Additionally, the cross section data at the threshold of the reaction
are in agreement with the evaluations, while in the fission plateau, the maximum deviation of
the data with respect to the evaluations is < 10% in the energy range 1.2 to 2.5MeV . Figure
4.4 illustrates the cross section of 241Am fission reaction from 0.1 to 6MeV incident neutron
energy.
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Figure 4.3: Comparison of the experimental cross section data of the present work for the
241Am(n,f) reaction with the evaluated libraries ENDF/B-VIII.O and JEFF-3.3, showing the
first three dominant resonances above the neutron separation energy. The errors shown in the
figure are attributed only to the statistical uncertainty.
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Figure 4.4: Comparison of the experimental data of the present work for the 241Am(n,f) nuclear
reaction with the evaluated libraries ENDF/B-VIII.O and JEFF-3.3, in the threshold and
plateau of the reaction covering the neutron energy region from 100 keV up to 6MeV . The
data are plotted in isolethargic binning of 100 bpd in the energy axis. The errors shown in the
figure are attributed only to the statistical uncertainty.

In the resonance region, the cross section results of the 241Am(n,f) reaction of this work
along with previous data sets are presented in Figure 4.5. In the threshold and the plateau
of the fission reaction, the same comparison is depicted in Figure 4.6. The data of this work
nicely follow the cross section values of the previous works in the threshold of the reaction. In
the plateau, the largest deviation from the previous data is observed between 1.5 and 2.5MeV
and is less than 10%. Following the onset of second-chance fission, as can be seen in Figure 4.7,
due to the lack of experimental data, the evaluations show significant discrepancies between
them.
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Figure 4.5: Comparison of the experimental data of the present work (magenta circle) for the
241Am(n,f) nuclear reaction with other experimental data retrieved from the EXFOR database,
for the first three resonances.
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Figure 4.6: Comparison of the experimental data of the present work (magenta circle) for the
241Am(n,f) nuclear reaction with other experimental data retrieved from the EXFOR database,
in the threshold and plateau of the fission reaction.
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Figure 4.7: Experimental data retrieved from the EXFOR database, covering the neutron
energy region from 0.4 to 30 MeV along with the available evaluated libraries.

The statistical uncertainty of the 241Am(n,f) cross section is shown in Figure 4.8 for the
neutron energy range of 0.2 � 6MeV which was the region of interest for this experimental
work. The results are related to the binning choice of the energy axis which is 100 bpd. With
the selection of a coarser energy bin, the statistical uncertainty would improve with a price
paid in the energy resolution. The systematic uncertainties of the measurement are listed in
Table 4.1 and include the uncertainty in the samples’ mass as reported from the manufactur-
ers, the detector e�ciency calculated from the simulations performed with the combination
of GEANT4 and GEF, the amplitude cut and pile-up corrections and the uncertainty in the
fission cross section of 235U that was used as reference reaction and was retrieved from the
ENDF/B-VIII.0 evaluated library. The uncertainties in the amplitude cut corrections were es-
timated with sensitivity studies by altering the response function used for the conversion of the
fission fragments’ energy deposition to ADC amplitude channels, while the pile-up correction
uncertainty was estimated by changing the multiplicity of the pile-up in the simulations so as
to achieve a reasonable fit with the recorded experimental spectra.
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Figure 4.8: Statistical uncertainty of the 241Am(n,f) cross section measurement for energies
higher than 0.2MeV in isolethargic binning of 100 bpd.
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Figure 4.9: Uncertainty in the 235U(n,f) reaction’s cross section from ENDF/B-VIII.0 [46],
which was used as reference for the calculation of 241Am(n,f).
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Uncertainty (%)
Contribution 241Am 235U
Sample mass < 1.5 < 3

Detector e�ciency negligible
Amplitude cut correction < 3

Pile-up correction < 4
235U cross section < 2

Table 4.1: Systematic uncertainties of the cross section calculation of 241Am(n,f) reaction for
the neutron energy range 0.2� 6MeV .
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Chapter 5
Theoretical Fission Cross Section Calculations

In this chapter, an overview of the theory of nuclear fission process is given, aiming to achieve a
smoother transition to the theoretical framework in which the 241Am(n,f) reaction was studied.
A theoretical investigation of the 241Am(n,f) reaction cross section was performed using the
TALYS code in order to reproduce the experimental results of the present work in addition
to the previous experimental data. Accordingly, in the theoretical calculations various fission
parameters of Americium isotopes were adjusted, such as the fission barriers and widths along
with the level density parameters of the corresponding nuclei.

5.1 Nuclear fission

5.1.1 Discovery of fission

In 1938, a group of scientists proved the Greek philosophers wrong, by dividing the atom,
that originates from the Greek word “àtomo”, meaning “that which cannot be divided”. The
discovery of fission owes much to the discovery of neutron by James Chadwick [48] back in 1932.
In the following period, neutrons were used as a probe to bombard natural Uranium with the
aim of producing heavier elements. In 1943, Enrico Fermi [49] after a series of such experiments,
produced what he believed that were the first transuranic elements after Uranium. At that time,
it was thought that hitting a large nucleus like Uranium with a neutron, could induce only minor
changes. Following Fermi’s work, in 1938, the radiochemists Otto Hahn and Fritz Strassmann,
also bombarded Uranium and other elements with neutrons and began identifying the series of
decay products. After careful chemical analysis, they concluded that they detected radioactive
barium isotopes, which have an atomic number 56, and other fragments of Uranium itself. Their
discovery raised vigorous doubts since it hinted that Uranium nucleus was deformed greatly
and ended up splitting into roughly two equal pieces.

Hahn shared their findings with his former physicist colleague Lise Meitner, who together
with Otto Frisch, her nephew and also a physicist, explained the nuclear process involved.
Meitner and Frisch, suggested that the nucleus resembles a liquid drop, following the idea of
the Russian physicist George Gamow [50] that was also embraced by Niels Bohr. As a proposed
mechanism, it was assumed that as the Uranium nucleus becomes elongated, it starts to pinch
in the middle up to the point where it eventually splits into two smaller “drops”. Meitner
calculated that the product nuclei of Hahn and Strassmann would have less mass, as their
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experimental findings also indicated that the daughter nuclei weighted less than the initial
Uranium, and that due to their mutual repulsion they would carry approximately 200MeV .
Her calculations were confirmed using the famous formula E = mc2 of Albert Einstein, that
showed that the detected mass loss from the splitting process should have been converted
into kinetic energy of the new fragments. Frish, borrowing the term of cell division from
biology “binary fission”, named the newly discovered nuclear process “fission”. Meitner and
Frish [51, 52] published their paper in Nature in January of 1939, while the two radiochemists
published their findings separately [53]. After the discovery of fission, the scientific community
focused on exploiting the potential of the particular nuclear reaction. Considering the fact that
through the splitting of heavy nuclei additional neutrons were emitted along with the release
of enormous amounts of energy, the idea of a controlled “self-sustained chain reaction” would
make it possible to generate tremendous amounts of energy for heat and power while on the
other hand an “uncontrolled reaction” would lead to a destructive violent energy release, known
as “atomic bomb”. The scientific community of 1944 awarded solely Otto Hahn the Nobel Prize
in Chemistry, “for his discovery of the fission of heavy nuclei”, without recognizing Meitner’s
contribution and her tremendous role in the discovery of fission.

Following the discovery of fission, Niels Bohr and John Archibald Wheeler [54] formulated
the theoretical description of fission, based on the Liquid-Drop Model (LDM), which until
today remains the basis for understanding the fission mechanism. The nuclear fission pro-
cess is discussed in depth by Robert Vandenbosch and John Robert Huizenga [55] and Cyriel
Wagemans [56], while fission in the context of statistical models is discussed by Andrew John
Cole [57].

5.1.2 The nuclear fission mechanism

Nuclear fission in heavy nuclei results from the competition between the nuclear and
Coulomb forces. As a physical process, fission can either occur as a natural decay sponta-
neously or be induced through the absorption of a light particle, for instance a neutron or a
photon. In the latter scenario, excited states in the created compound nucleus can be reached,
overcoming or penetrating the Coulomb barrier to fission, as long as the excitation energy of
the system is high enough. As illustrated in Figure 5.1, for a heavy nucleus like 238U the binding
energy is about 7.6MeV per nucleon, whereas for two fragments in the mass region around
A = 119 the binding energy is approximately 8.5MeV per nucleon. Therefore, it is energeti-
cally preferable for the Uranium nucleus to fission since the system will move to a more strongly
bound condition. Additionally, the di↵erence from the binding energy of the above mentioned
systems, as will be discussed latter, is expressed as a release of energy that accompanies any
nuclear fission reaction.

The binding energy can be expressed through a semiempirical mass formula that includes
contributions from the liquid-drop model that treats gross collective characteristics of nuclei
considering the latest as a drop of liquid, as well as the shell model which deals with individual
nucleons. The semiempirical formula of nuclear binding energy is:

EB =EV + ES + EC + ESYM + EPAIR

=↵V · A� ↵S · A2/3 � ↵C · Z(Z � 1) · A�1/3 � ↵sym · (A� 2Z)2

A
+ � (5.1)
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Figure 5.1: Binding energy per nucleon as a function of the mass number A.

where the pairing energy � is expressed as:

� =

8
><

>:

+↵P · A�3/4 , for Z and N even

�↵P · A�3/4 , for Z and N odd

0 , for A odd

(5.2)

A set of constants that reproduces with a good agreement the experimental data lies in the
choice of ↵V = 15.5MeV , ↵S = 16.8MeV , ↵C = 0.72MeV , ↵sym = 23MeV and ↵P = 34MeV
[58]. In the formula of the binding energy, the first term is called “volume term” and suggests
that each nucleon attracts only its closest neighbors and not all of the other nucleons. The
second term is called “surface term” and accounts for the nucleons on the surface of the nucleus
that are surrounded be fewer neighbors than the nucleons on the center and therefore are less
tightly bound. This is the reason that this term has a negative sign. The third term introduces
the Coulomb repulsion of the protons and implies a reduction in the binding energy as well. The
fourth term is called “symmetry term” and tends to make the nucleus symmetric in neutrons
and protons favoring nuclei with Z = A/2. This term is meaningful for light nuclei whereas
its importance is reduced for heavier nuclei since due to the Coulomb repulsion, the number
of neutrons required increases rapidly in order to achieve nuclear stability. The last term
of the binding energy formula is the “pairing term” and treats the tendency of nucleons to
couple pairwise to specially stable configurations. The pairing term is of significant importance
for explaining the extreme di↵erences that are observed in the fissionability of Uranium and
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actinides, since the excitation energies can be raised or lowered when the e↵ect of pairing is
taken into account.

A nucleus ready to fission can be considered as an initially spherical nucleus that is gradually
stretched. Even though the total volume of the deformed nucleus remains constant through this
stretching procedure, on the contrary the surface and Coulomb terms will definitely be a↵ected.
The stretched nucleus can be represented as an ellipsoid with a volume V = 4/3⇡↵�2, where
the semimajor axis ↵ and semiminor axis � can be expressed as a function of the spherical
radius R and the eccentricity of the ellipse ✏ as follows:

↵ =R(1 + ✏) (5.3)

� =R(1 + ✏)�1/2 (5.4)

Additionally, the surface area of an ellipsoid using the two above mentioned axes of sym-
metry can be written as:

S ⇡ 4⇡
p

r
2 · ↵p�p + �p�p

3
(5.5)

with p = 8/5. Combining equations 5.3, 5.4 and 5.5 and performing a Taylor expansion to keep
terms up to the second order, the following result is obtained concerning the distortion of the
initial sphere into an ellipsoid:

S = 4⇡R2(1 +
2

5
✏2 � ...) (5.6)

Similarly but through a more complicated procedure, it can be shown that the Coulomb term
of the binding energy formula is expanded as (1� 1

5✏
2 + ...). Consequently, the decrease in the

binding energy between a spherical nucleus and an ellipsoid of the same volume is calculated
as:

�E =B(✏)� B(✏ = 0)

=� ↵S · A2/3(1 +
2

5
✏2 � ...)� ↵C · Z(Z � 1) · A�1/3(1� 1

5
✏2 + ...)

+ ↵S · A2/3 + ↵C · Z(Z � 1) · A�1/3

=(�2

5
↵S · A2/3 +

1

5
↵C · Z(Z � 1) · A�1/3)✏2 (5.7)

If the second term is larger than the first one then the nucleus gains energy through de-
formation. It is therefore considered unstable against stretching and it will eventually fission
spontaneously. The critical value above which fission occurs instantly (when EC/2ES > 1) is
calculated as:

Z2

A
> 47 (5.8)

In the case of 241Am the value of Z
2

A
is 37.5. Subsequently, the parameter that defines

the “fate” of a nucleus with respect to the fission probability shortly after its creation is the
“fissility parameter x” that is defined accordingly as:

x =
EC

2ES

(5.9)
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5.1.3 Double-humped fission barrier

The macroscopic approach of the liquid-drop model (LDM) fails to describe various related
observables, such as the observed asymmetric mass distributions of fission fragments, the correct
prediction of experimental barrier heights and the existence of fission isomers, which are all
connected with shell e↵ects. In 1966, Vilen Mitrofanovich Strutinsky [59–61] introduced a shell
correction to the liquid-drop model, resulting in a hybrid macroscopic-microscopic approach.
According to Strutinsky’s shell correction method (SCM), the semiempirical mass formula of
Equation 5.1, can be expanded as follows:

EB = ELMD + ESHELL (5.10)

with

ESHELL = �U = U � Ũ (5.11)

where U is the sum of the single-particle energies for a given deformation � of an average
potential and Ũ is calculated under the assumption of a uniform distribution of level densi-
ties. The added shell correction term modified the potential dependency with respect to the
deformation evolution of the nucleus, introducing oscillations that result in the formation of a
“double-humped fission barrier”.

The concept of the double-humped fission barrier of actinide nuclei is discussed in detail by
Bjørnholm and Lynn [62]. The double potential well that appears in the Strutinsky picture of
the deformation energy is graphically illustrated in Figure 5.2b, while for comparison purposes
Figure 5.2a shows a liquid-drop model single-humped barrier without shell corrections. In
Figure 5.2b, states in the first well that correspond to the ground state are called “Class-I” states
and are dense and narrow, whereas states in the second well that belong to the “fission isomeric
(or metastable) excited states” are called “Class-II” states and are broader and more widely
spaced. Furthermore, the states on the top of the barriers are called “intrinsic” or “transition”
states. A significant di↵erence of the double-humped fission barrier compared to the liquid-
drop model picture, is that nuclear fission can take place even if the nucleus is not excited
above the fission barrier. In the case where the nucleus is excited above the bottom of the well
between the two humps, fission can occur through the penetration of the corresponding fission
barriers. Additionally, the double-humped fission barrier o↵ered a theoretical explanation of
the experimentally observed fission isomeric states, which are long-lived vibrational excited
states that also undergo fission with a higher fission probability compared to the ground states.
These states of the second potential well that are found typically at excitation energies around
2 � 3MeV , have the possibility to either decay by fission through a relatively thin barrier or
by �-emission back to the ground state.

Furthermore, the picture of the double-humped fission barrier decoded the appearance of
fission resonances that tend to cluster in well-separated groups. Fission resonances occur when
states from the first well match in energy and in spin-parity with states from the second well and
as a result the fission probability escalates. This e↵ect on the cross section of 241Am is depicted
in Figure 5.3, where resonance structures in the energy region between 0.1 and 100 eV are
shown. The individual resonances that emerge up to approximately 2 eV are attributed solely
to excited states from the first potential well (Class-I states) since the second well is not so deep
as the first one. Later on, the observed resonances in the fission excitation function are formed
as a result of the coupling of the dense Class-I states and the narrower Class-II states. The
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(a)

(b)

Figure 5.2: (a) The liquid-drop model potential well and (b) the double-humped fission barrier
modified by shell corrections [63].
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distance between the observed clusters corresponds to the spacing of Class-II states, whereas
the spacings within each cluster reflect the spacing of Class-I states.
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Figure 5.3: Individual resonances and clusters of resonances in the fission cross section of
241Am. The first single strong resonances are attributed solely to Class-I states, while the
following clusters of resonances emerge from the coupling in energy and spin-parity of Class-I
with Class-II states.

The density of states in the compound nucleus depends on the excitation energy. The
higher the excitation energy above the ground state is, the closer the states are located. This
means that the average spacing of resonances decreases as the incident neutron energy increases.
Notably, the low-lying nuclear levels that are shown in Figure 5.3 display a width that is small
compared to their average energy spacing which is ⇠ 0.5eV . The width of each resonance
structure is related to its lifetime according to the following formula:

�↵ =
~
⌧↵

(5.12)

where �↵ is the width of the state ↵ and ⌧↵ is its lifetime. An example of a single resonance
structure width is illustrated in Figure 5.4. The low-level discrete levels in the compound region
have high probability of formation (large cross section) and their widths are small compared
to their average spacing distance, because at low incident energies the state that is formed
usually has only two available options to decay. It can either re-eject the incident particle,
similarly to elastic or inelastic scattering or it can decay through �-emission. As the excitation
energy increases, so do the available modes of decay. In addition, at highly excited energies, the
states are so frequent that they overlap with each other since their spacing is shorter than the
widths of individual states. As a consequence of the mixing of states, the compound-nucleus
continuum is formed.
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Figure 5.4: Probability to observe the energy of a single unstable state of width �↵ [58].

Regarding the fission barriers, performed calculations indicate that for the main range
of actinides the height of the inner (or first) barrier is practically the same and on average
fluctuates between 5� 7MeV . Nonetheless, close to the Thorium region it has been observed
that its value falls rapidly below the above mentioned value. In addition, the secondary well
which is noted at increased deformation, is placed ⇠ 2 � 3MeV shallower than the well of
the ground state for all actinides. Furthermore, the outer (or second) barriers, display the
tendency to fall quite strongly when moving from lighter actinides (6 � 7MeV ) to heavier
actinides (2 � 3MeV ). A characteristic example for the trend of fission barriers height for
typical actinides is illustrated in Figure 5.5.

Finally, some experimental evidence, such as narrow resonances close to the fission threshold
region in the neutron-induced fission cross section of light isotopes of 230Th and 232Th, known as
the “thorium anomaly”, indicate that a triple-humped fission barrier could be possible. Under
this assumption, the second hump of the former picture of the double-humped fission barrier,
splits into two barriers that are separated by a shallow well, giving rise to Class-III vibrational
states [64] [65].

5.1.4 Energy distribution of fission

Nuclear fission as a process can either occur naturally as a spontaneous decay process of
heavy nuclei or can be induced through the bombardment of light particles, such as neutrons
(neutron-induced fission) or protons (proton-induced fission) or even photons (photo fission). In
any case, fission is the outcome of the disruption of the delicate balance between the attractive
nuclear force and the repulsive Coulomb force within a heavy nucleus that is powered by the
fact that the nuclear binding energy is maximized for medium mass nuclei.

During the evolution of nuclear fission, the fissionable nucleus is deforming constantly
through elongation up until the scission point, where it splits into two or more lighter fragments
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(a)

(b)

(c)

Figure 5.5: Inner and outer fission barrier heights on (a) light, (b) medium and (c) heavy
actinides.
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with simultaneous emission of “prompt neutrons” and a large energy release. These “prompt
neutrons” are emitted instantly when fission occurs and are classified as fast neutrons with an
average energy of ⇠ 2MeV . Since the fission fragments produced follow a mass distribution
as discussed in the previous chapter, the number of prompt neutrons that are emitted in this
stage of the fission process have a distribution as well which depends on the specific masses of
fission fragments that are created in each fission event. To simplify fission energy calculations,
an average number of 2.5 neutrons per fission is considered. This is based on experimental
data concerning the Poisson multiplicity spectrum of prompt neutrons emitted during fission
of Uranium and various actinide isotopes.

Figure 5.6: Di↵erent stages of neutron-induced fission process along with a characteristic time
scale evolution [66].

Following a fission event, the originally created fission fragments may undergo � � decays
that result in the production of “delayed neutrons”. “Delayed neutrons” are observed at much
longer time scales compared to “prompt” ones, which is characteristic of the lifetime of the de-
caying nucleus. The intensity of emitted “delayed neutrons” is estimated to be approximately
1 over 100 fission events. Although this number sounds small enough, “delayed neutron emis-
sion” is crucial for the operation of fission reactors. The majority of thermal fission reactors
are designed to be subcritical to prompt neutrons and use the delayed neutrons to take it to
critical mode in order to achieve a steady energy release.

Figure 5.6 presents a schematic illustration of the evolution of the fission process, starting
from the creation of a compound nucleus after the absorption of a neutron, moving to the
elongation of the compound nucleus up to the scission point where two fission fragments are
created with simultaneous emission of prompt neutrons and �-rays. Then the originally created
fission fragments may undergo subsequent �-decays followed by delayed neutron and �-emission
ending with two product nuclei in their isomeric or ground state. The corresponding time scales
of the fission process are also indicated in the horizontal axis of Figure 5.6, highlighting the
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time dependent evolution character of the fission process.
From each fission event, approximately 200MeV are released. The kinetic energy of fission

fragments accounts almost for 80% of the total fission energy. Table 5.1 summarizes in more
detail the partitioning of fission energy per single fission event of 235U induced by thermal
neutrons.

Energy (MeV)
Prompt Energy 176.5± 5.5
kinetic energy of fission products 164.6± 4.5
kinetic energy of 2.5 prompt neutrons 4.9± 0.5
g-energy 7.0± 0.5
Delayed Energy from fission product decay 23.5± 5.0
b-decay 6.5± 1.5
neutrino radiation 10.5± 2.0
g-energy 6.5± 1.5
Total 200.0± 6.0

Table 5.1: Energy distribution in thermal fission of 235U [63].

5.1.5 Neutron-induced fission cross sections

In the context of the present thesis, neutron-induced fission cross sections of 241Am and
Uranium isotopes were studied. In general, Uranium and actinide isotopes are classified into
two categories based on whether or not their excitation energy is su�cient in order to fission
after absorbing an incident neutron with theoretically zero energy. Heavy nuclei are categorized
accordingly as:

• Fissile nuclei that can absorb thermal neutrons or even neutrons of nearly zero kinetic
energy and reach an excitation energy already above the fission barrier (i.e. 235U)

• Fissionable nuclei that need to reach a threshold in order to fission and require the
capture of incident neutrons with additional kinetic energy of the order of MeV , so as to
overcome the fission barrier (i.e. 238U, 241Am)

Figure 5.7, depicts evaluated neutron-induced fission cross sections for various isotopes. The
comparison reveals two dominant trends in the shape of fission excitation function, between
the keV and MeV neutron energy region. In the case of fissionable isotopes, the cross section
shows a step-like behaviour before reaching a plateau in the MeV region. On the other hand,
the fission cross section of fissile isotopes, which in general has a higher value in the thermal
region, has a smoother behaviour and the formed compound nucleus after the neutron capture
does not have a threshold to overcome in order to fission with fast neutrons.

The observed di↵erence of the high energy part in the excitation function of fission among
a variety of isotopes can be explained by taking into consideration the pairing e↵ects of term
� in the binding energy for the ground state of the target nucleus and the excited state of the
compound nucleus after the absorption of the neutron. For the majority of Uranium isotopes
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Figure 5.7: Neutron-induced fission cross sections of various fissile and fissionable isotopes,
retrieved from the ENDF/B-VIII.0 evaluated library.

and actinides, in principle, the activation energy, which is the energy needed to overcome the
fission barrier, is approximately the same and ranges between 6 � 7MeV . Nonetheless, the
neutron separation energy Sn, which is the minimum excitation energy Eex when neutrons have
nearly zero kinetic energy, is strongly a↵ected by the pairing e↵ects of nuclei. As can be seen in
Figure 5.8, the di↵erence in the neutron separation energy for the formed compound isotopes
with odd and even number of neutrons, corresponds to the needed energy to overcome the
fission barrier. In this way, it can be naturally explained why 238U and 241Am are not fissile
(compound nucleus with odd neutron number) while 235U and 242Am are fissile (a compound
nucleus with even number of neutrons is formed).

Returning to the features of the neutron-induced cross sections as can be observed in Figure
5.7, in the lower energy part of the spectrum the excitation function of all isotopes display
similar structures. In the thermal region, the dependence of the cross section is proportional
to the incident neutron energy following the “1/u law”. This can be intuitively explained by
considering that the probability for a neutron to be captured and a compound nucleus to be
formed is proportional to the needed time for the neutron to traverse the nucleus. Therefore,
the dependence of the cross section from the neutron energy can be expressed as follows:
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Figure 5.8: Separation energy values in keV for indicative isotopes exported from the NNDC
database.

� / 1

u
/ 1p

E
(5.13)

Following the smooth shape of the cross section in the low energy part, between 1 to a few
hundred’s of eV , peak structures which are called “resonances” are observed. The resonances
are in reality excited states of the compound nucleus which are located above the neutron
separation energy of the initial nucleus and are reached when the incident neutrons have the
proper kinetic energy. At low energies, the energy gap between the compound nucleus states is
larger, and as a consequence the observed resonances have a larger distance between them as
well. The energy region where these first strong resonances are observed in the range between
1 � 10 eV is called “resolved resonance region” (RRR). At higher excitation energies, when
the incident neutron energy increases, the level spacing of the compound nucleus states is
becoming narrower due to the higher density of levels. The region between 10�103 eV is called
“unresolved resonance region” (URR), since the compound nucleus is excited into its continuum
and the resonances cannot be resolved anymore. Depending on the nucleus, the cross section
bears a smooth behaviour from this region up to the threshold of the fission reaction. Especially
for 241Am, Figure 5.9 highlights the formation of excited states after the neutron capture in
the compound nucleus potential well and their equivalence with the experimentally observed
resonances in the cross section of 241Am(n,f).
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Figure 5.9: Schematic representation of neutron capture from 241Am that results in the forma-
tion of the compound nucleus 242Am. In case of neutron absorption with zero kinetic energy, the
compound nucleus will be formed in an excited level state approximately 5.538MeV above its
ground state. In the energy diagram, the first four levels of 242Am together with the first three
levels that lie just above the neutron separation energy Sn are shown. The levels above the
neutron separation energy correspond to the first resonances that are displayed in the neutron-
induced fission cross section of 241Am on the right side of the figure. In order to overcome the
fission barrier, the compound nucleus 242Am should be excited above ⇠ 6.5MeV by capturing
a fast neutron (“neutron-induced fission”) with incident energy of the order of MeV . Close to
its ground state, the level spacing of the compound nucleus is of the order of 30 keV , whereas
at higher excitation energies, the resonances of the (n, f) excitation function of 241Am resulting
from the matching between class-I and class-II states are formed at a closer level spacing of the
order of ⇠ 0.7 eV . In the figure, the units of the compound nucleus levels are in keV , unless
otherwise specified.
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Figure 5.10: Energy diagram of the interaction n + 238U. In order to overcome the fission barrier
in the excited level state of the compound nucleus 239U , neutrons from the fast spectrum with
energy more than 1.8MeV are required. On the right, the neutron-induced fission cross section
of 238U displays a steep threshold above 1MeV , which is a common characteristic of fissionable
nuclei.
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Figure 5.11: Energy diagram of the interaction n + 235U. The neutron separation energy of
235U is only 300 keV higher than the fission barrier, readily enabling fission without the need
of additional kinetic energy from incident neutrons. On the right, the neutron-induced fission
cross section of 235U highlights the absence of a fission threshold with the smooth shape of the
excitation function close to the MeV region.
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When the kinetic energy of neutrons is high enough to overcome the fission barrier, just
before the MeV region, then the shape of the cross section is increased in case of fissionable
nuclei as illustrated for 238U in Figure 5.10, or remains more or less constant in case of fissile
nuclei such as 235U in Figure 5.11 respectively. After the “fission threshold”, which is di↵erent
for each nucleus, the observed (n, f) cross section is comparable in all nuclei.

At even higher neutron energies in the MeV region, after the fission threshold, the cross
section of Uranium and actinides show similar behaviour. Above the fission threshold, the
cross section shows a step-like behaviour as a result of the “multi-chance fission” due to the
superposition of various (n, xnf) channel openings. When the compound nucleus acquires large
excitation energy, exceeding the sum of the neutron separation energy of the initial energy
plus the energy of the fission barrier, then the (n, nf) “second chance fission” occurs around
⇠ 6MeV with the evaporation of one neutron. At ⇠ 12MeV (approximately two times
the neutron separation energy), the (n, 2nf) “third chance fission” channel opens and as the
excitation energy is further increased, the probability of pre-equilibrium neutron emission prior
to the fission process inflates as well.
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5.2 Theoretical investigation

5.2.1 The TALYS code

TALYS [67] is a nuclear reaction code that simulates nuclear reactions involving neutrons,
protons, �-rays, deuterons, tritons, helium and alpha particles, in the particle energy region
between 1 keV and several hundreds of MeV . The code incorporates all major reaction mech-
anisms such as direct reactions, compound nucleus reactions, pre-equilibrium reactions and
multiple emissions using various optical model parameters. TALYS is widely used for theo-
retical cross section calculations and data evaluations since it calculates a nuclear reaction’s
cross section while accounting for the competition between various reaction channels, for the
same particle energy region of interest. The probability that a nucleus fissions is estimated by
TALYS within the framework of the compound nucleus reaction mechanism using the Hauser-
Feshbach statistical model [68]. For the calculations of the present work, version 1.95 of TALYS
was used, and the default values for nuclear masses, discrete levels, decay schemes and ground
state deformations were adopted. Figure 5.12 illustrates schematically the basic function of the
TALYS code.

Figure 5.12: A simplified illustration of the function of TALYS code and its integrated models
[67].

5.2.2 Hauser-Feschbach theory

The theoretical calculations of the present work were performed within the framework of the
Hauser-Feschbach statistical model. In this quantum-mechanical formalism, the cross section
calculations of the compound nucleus reactions obey the laws of the conservation of energy,
angular momentum and parity as indicated by Equations 5.14.
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Ea + Sa = Ea0 + Ex + Sa0 = Etot

s+ I + l = s0 + I 0 + l0 = J

⇡0⇧0(�1)l = ⇡f⇧f (�1)l
0
= ⇧ (5.14)

As a consequence of the capture of the projectile by the target nucleus, a compound nucleus
is formed with a total energy Etot and a range of values for the total spin J and parity ⇧.
According to Bohr’s hypothesis, the decay mode of the compound nucleus is independent of
the formation mechanism. In other words, due to the delay between the compound nucleus
formation and the ejectile emission (typically 10�18 � 10�16s), but also due to the complex
motions of nucleons occurring in this time interval, the compound nucleus system has lost
memory of the input channel through which it was created. Within this scope, the cross
section for the reaction A+ a ! C⇤ ! a

0
+ A

0
, is given by Equation 5.15:
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The symbols used in the above equations, have the following meanings:
E↵ is the projectile’s energy
s is the spin of the projectile
⇡0 is the parity of the projectile
l is the orbital angular momentum of the projectile
j is the total angular momentum of the projectile
�⇡(↵) = 1, if (�1)l⇡0⇧0 = ⇧ and 0 otherwise
↵ stands for the channel designation of the initial system of projectile and target nucleus as:
↵ =

�
a, s, E↵, E0

x
, I,⇧0

 
, where a is the projectile type and E0

x
is the excitation energy of the

target nucleus which is usually zero
lmax is the maximum l-value of the projectile
S↵ is the separation energy
E↵0 is the ejectile’s energy
s0 is the spin of the ejectile
⇡f is the parity of the ejectile
l0 is the orbital angular momentum of the ejectile
j0 is the total angular momentum of the ejectile
�⇡(↵0) = 1, if (�1)l

0
⇡f⇧f = ⇧ and 0 otherwise

↵0 stands for the channel designation of the final system of ejectile and residual nucleus as:
↵0 =

�
a0, s0, E↵0 , Ex, I 0,⇧f

 
, where a0 is the ejectile type and Ex is the excitation energy of the

residual nucleus
I is the spin of the target nucleus
⇧0 is the parity of the target
I 0 is the spin of the residual nucleus
⇧f is the parity of the residual nucleus
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⇧ is the parity of the compound system
J is the total angular momentum of the compound system
Dcomp is the depletion factor to account for direct and pre-equilibrium e↵ects
k is the wave number of relative motion
T is the transmission coe�cient
W is the width fluctuation correction (WFC) factor which considers the correlations between
the input and output channels. At low incident energies, this component enhances the elastic
channel, however at energies beyond a few MeV , it is negligible. For incident energies higher
than the projectile separation energy, the default value in TALYS for W is unity. In such a
case, the cross section equation is written as:

�comp

↵↵0 =
lmax+I+sX

J=mod(I+s,1)

1X

⇧=�1

�CF

J⇧ (Etot)
�↵0 (Etot, J,⇧ ! Ex, I 0,⇧f )

�tot (Etot, J,⇧)
(5.16)

where �CF

J⇧ is the cross section for the formation of the compound nucleus per spin and parity
that is given through the following formula:

�CF
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T J
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The partial decay widths as a function of transmission coe�cients are:
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where ⇢ describes the compound nucleus level density, and the total decay width is expressed
as follows:

�tot
�
Etot, J,⇧

�
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X

↵00

�↵00
�
Etot, J,⇧ ! Ex, I

00,⇧f

�
(5.19)

containing all the possible exit channels allowed by the energy conservation and selection rules,
where all the possible states on the residual nuclei are summed through the sum over ↵00.

In the case where the exit channel is gamma emission, the above mentioned transmission
coe�cients are replaced by the “�-ray strength functions”. Thereupon, the cross section calcu-
lation with the formalism of the Hauser-Feshbach theory directly depends on the optical and
level density models, as well as on transmission coe�cients and �-ray strength functions. In
this formalism, fission is described as a decay channel of the formed compound nucleus and
therefore, it depends on the transmission coe�cients through the fission barriers as well as on
the nuclear level density of transition states on top of the fission barriers. The fission probability
can be estimated by TALYS on the basis of both phenomenological and microscopic grounds,
including the cross section calculation for multi-chance fission.

5.2.3 Fission transmission coe�cients

The Hill-Wheeler expression and Bohr’s transition state hypothesis are the backbones of
TALYS’s default fission model. As a result, fission transmission coe�cients are taken into
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account along with the particle and photon transmission coe�cients in the Hauser-Feshbach
model. For a compound nucleus with excitation energy Ex, the Hill-Wheeler expression provides
the probability of tunneling through a barrier with height Bf and width ~!f as follows:

Tf (Ex) =
1

1 + exp
h
�2⇡ (Ex�Bf )

~!f

i (5.20)

Additionally, when the excitation energy "i of a transition state is higher than the top of the
fission barrier, then the barrier is shifted according to Equation 5.21.

Tf (Ex, "i) =
1

1 + exp
h
�2⇡ (Ex�Bf�"i)

~!f

i (5.21)

The total transmission coe�cient for a compound nucleus with excitation energy Ex, spin
J and parity ⇧, is the sum of the individual transmission coe�cients for each barrier that the
nucleus may tunnel through. Therefore, it is expressed as:

T J,⇧
f

(Ex) =
X

i

Tf (Ex, "i) f(i, J,⇧) +

Z
Ex

Eth

⇢(", J,⇧)Tf (Ex, ") d" (5.22)

In the above equation, the summation traverses all discrete transition states located on top of
the barrier, whereas the beginning of the continuum is marked by Eth. Moreover, the factor
f(i, J,⇧) is unity in case that the spin and parity of the transition state are the same as the
compound nucleus, or is 0 otherwise. Furthermore, ⇢(", J,⇧) accounts for the level density of
fission channels with spin J and parity ⇧ for an excitation energy ".

Of course, for double humped barriers the expression commonly used is subject to an e↵ec-
tive transmission coe�cient Teff defined as:

Teff =
TA TB

TA + TB

(5.23)

where TA and TB are the transmission coe�cients for barrier A and B respectively, calcu-
lated from Equation 5.22. Consequently, if a triple humped barrier has to be considered, the
calculated e↵ective transmission coe�cient is:

Teff 0 =
TAB TC

TAB + TC

(5.24)

where TAB is derived from Equation 5.23, so that the final expression implemented within
TALYS is:

Teff 0 =
TA TB TC

TA TB + TA TC + TB TC

(5.25)

As an alternative to the Hill-Wheeler approach, within TALYS there is an option to use
the WKB approximation in order to calculate fission transmission coe�cients as well. The
implementation of this method within TALYS was performed by Michaela Sin and Roberto
Capote and is described in detail in [65]. In this approach, the real part of the barriers associated
with the discrete transition states is parameterized by smoothly joined parabolas as a function
of the quadrupole deformation parameter � along the fission path.
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5.2.4 Fission barrier parameters

The shape of the fission cross section and its absolute value make the fission barrier param-
eters one of the most crucial characteristics in the theoretical cross section estimations. For
the calculation of fission barriers, in the context of the present study, two di↵erent approaches
which are available with the TALYS code were employed.

The first scenario relies on the Hill-Wheeler approximation where the double humped fission
barriers are described by independent inverted parabolas with designated fission barrier heights
and curvatures or widths. The choice of the fission barrier parameters was based on an exper-
imental compilation performed by V.M. Maslov [69] that includes a collection of a large set of
actinide fission barrier heights and curvatures for both the inner and outer barrier based on a fit
to experimental data. This set of fission barrier parameters are also included in the Reference
Input Parameter Library (RIPLE-3) [70] in the section containing the empirical fission barriers.
In order to reproduce the available experimental data including those of the present study, the
default fission barrier parameters of the key Americium isotopes were properly adjusted.

The second scenario that was employed for the calculation of the fission barrier parameters,
is based on a microscopic calculation using the WKB approximation and the Hartree-Fock-
Bogolyubov (HFB) numerical description of the entire fission path. The one-dimensional mul-
tihumped fission barrier is described by the optical model for fission, which takes into account
potential transmission processes utilizing a complex potential of the form:

Vf = V + iW (5.26)

The real part of the barriers associated with the discrete transition states is parameterized by
smoothly joined parabolas as a function of the quadrupole deformation parameter � along the
fission path as follows:

Vi(�) = Efi + (�1)i
1

2
µ ~2 !2

i
(� � �i)

2 (5.27)

where i is an index running from 1 to 3 for a two-humped barrier. The energies Efi represent
maxima of Vi, which in case of humps are equivalent to the barriers’ height and minima of Vi

which comparably correspond to the wells. Additionally, �i are the corresponding abscissae,
~!i is the curvature of each parabola referring to the barrier’s width and µ is the inertial
mass parameter which is assumed to be independent of � and is given approximately by the
semi-empirical expression µ ' 0.054A5/3 MeV �1, where A is the mass number.

The discrete transition states are rotational levels built on vibrational or non-collective
band-heads. Accordingly, they correspond to a fixed set of quantum numbers including angular
momentum J , parity ⇡ and angular momentum projection on a nuclear symmetry axis K with
excitation energies:

Ei(J,K, ⇡) = Efi + ✏i(K, ⇡) +
~2
2Ii

[J(J + 1)�K(K + 1)] (5.28)

where ✏i(K, ⇡) are the excitation energies of the band-heads and ~2
2Ii

are inertial parameters.
The important thing to mention is that each transition state is associated with a di↵erent
parabolic barrier with height Ei(J,K, ⇡) and curvature ~!i. The discrete part of the transition
state spectrum above a specific energy Eci is succeeded by the continuum which is characterized
by the level density functions ⇢i(E, J, ⇡) at each saddle point.
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In the optical model for fission, the negative imaginary part iW in the deformation range is
introduced in order to simulate the damping of class II vibrational states. Consequently, this
causes an absorption of the incoming flux in the wells. The strength W depends quadratically
on deformation and increases with the excitation energy according to the following formula:

W (�) = �↵(E) [E � V (�)] (5.29)

where ↵ is an energy dependent parameter that controls the strength of the imaginary part
of the fission potential. Figure 5.13, illustrates an example for the parameterization of fission
barriers in the optical model for fission in the microscopic approach for the description of a
double-humped barrier.

Figure 5.13: Parameterization of double-humped fission barriers for the optical model of fission
[71].

A comparison of the two theoretical approaches employed in the theoretical calculations is
depicted in Figure 5.14, where the two independent inner and outer barriers of Hill-Wheeler
are plotted together with the entire fission path of the microscopic HFB approach against the
quadrupole deformation parameter � for the compound nucleus 242Am.
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Figure 5.14: Comparison of fission barriers described by decoupled inverted parabolas along
with the projection of the entire fission path based on the microscopic HFB approach which is
described by smoothly joined parabolas as a function of the quadrupole deformation parameter
� for the compound nucleus 242Am.

5.2.5 Calculations and results

For the theoretical calculations of the cross sections for the neutron-induced reactions of
241Am, the TALYS-1.95 code was used. Apart from the fission channel, which is the channel of
interest of this study, the rest of open competing channels namely the total, elastic, inelastic,
capture and (n, xn) channels, were taken into consideration. Due to the fact that di↵erent sets
of fission barrier parameters in combination with adjusted level densities can result in the same
cross section value for the fission channel, it is also essential to simultaneously observe these
changes in the cross section of the aforementioned reaction channels. Consequently, wherever
data were available, the outcomes of each theoretical calculation were compared with the ex-
perimental cross sections retrieved from the EXFOR database, to ensure an overall satisfactory
reproduction for all competing reaction channels simultaneously. In the region of interest for
these theoretical calculations no experimental evidence was found for the elastic and inelastic
channels, except from one data point for the inelastic channel at 14.7MeV , which was unfortu-
nate since the latter is the primary competitive channel for fission in the plateau of the reaction.
The theoretical calculations were extended in the neutron energy range of 0.1 to 30MeV .

An optical model designed specifically for actinides by Soukhovitskii et al. [72], which was
provided inside the TALYS code, was employed in the theoretical calculations carried out for the
present thesis. The default calculation of TALYS uses a phenomenological level density model
by combining the Constant Temperature model (CTM) for low excitation energies and the
Fermi Gas (FGM) model for higher energies. In this combination, it is necessary to match the
formulas for the two level densities at a matching energy EM , where both their equations and
their derivatives are identical. Additionally, the default option for the �-ray strength function
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in TALYS was the generalized Lorentzian form of Kopecky and Uhl [73]. Finally, regarding
the fission barrier parameters used, these are experimental parameters based on the double-
humped barrier approach, resulting from a fit to experimental data which are also available in
the RIPLE-3 library. Figure 5.15 shows the outcome of the default calculation of TALYS based
on the above mentioned models. It is evident that apart from the (n, �) channel, the (n, f) and
(n, xn) reaction channels fail to be reproduced.
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Figure 5.15: TALYS calculation for 241Am for the default parameters and nuclear models for
incident neutron energies in the range between 0.1� 30 MeV. Along with the theoretical pre-
dictions, the available experimental data for all competing channels are plotted, superimposed
with the data of the present work for the fission channel.

Inside TALYS there is an option to use the so-called “best files”, which is a collection of
modified input parameters that are unique for each nuclide. In principle, the collection of best
TALYS input parameters aims at the simultaneous high-quality reproduction of decay channels
for a particular isotope. The results of the best TALYS parameters are depicted in Figure 5.16,
where especially for the fission channel the calculation fails to reproduce the threshold of the
reaction together with the beginning of the fission plateau, even though after the 3MeV it
seems to converge with the experimental data.

As a next step, several changes were made to the fission barrier parameters, namely fission
barrier heights and widths along with the level density parameters of Americium isotopes, in an
e↵ort to improve the agreement between the TALYS calculations and the experimental data.
The modification of the fission barrier parameters are visible in the Tables 5.2 and 5.3, where
the initial and modified values of the fission barrier heights and curvatures for the Americium
isotopes are highlighted. Concerning the level density adjustments, in the case of 242Am isotope
no changes were made so that there is a self-consistency with the existing experimental D0’s
(average level spacing) which are calculated to be ⇡ 0.58 eV , extracted from the resonance
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Figure 5.16: TALYS “best files” calculation for 241Am for incident neutron energies in the range
between 0.1� 30 MeV, along with all the available experimental data.

parameters of the 241Am + n interaction. The average s-wave level spacing at the neutron
separation energy Sn, which is typically determined from the available experimental set of s-
wave resonances, can be used in the FGM model to estimate the level density parameter a
according to the following formula:

1

D0
=

J=I+ 1
2X

J=|I� 1
2 |

⇢F (Sn, J,⇧) (5.30)

where I is the spin of the target nucleus. Moreover, the level density parameter of 241Am was
increased only by 3%, whereas the one for 240Am was increased by 15%. Last but not least, the
most recent addition by Stephane Goriely and Vladimir Plujko, for the photon strength func-
tions (PSF) (strength 9) available only in the most recent version 1.95 of TALYS, employing the
Simplified Modified Lorentzian (SMLO) predictions, was applied for the modified calculation of
TALYS, using the combination of the phenomenological CTM and FGM models. The outcomes
of these calculations are shown in Figure 5.17, where overall a satisfactory reproduction for all
the decay channels is observed. Especially for the fission channel, the theory follows smoothly
the experimental data both in shape and absolute cross section value, from the threshold of the
reaction up to approximately the second chance fission. Additionally, the (n, 2n) channel which
is the main competing channel above the 8MeV , is also in agreement with the experimental
cross section observables.
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Americium Isotope
Inner barrier Outer barrier

VA (MeV) ~!A (MeV) VB (MeV) ~!B (MeV)

242Am 6.32 0.65 5.78 0.43

241Am 6.00 0.69 5.35 0.43

240Am 6.00 0.59 4.56 0.43

Table 5.2: Fission barrier heights and widths for the Americium isotopes used in the default
calculation of the TALYS code.

Americium Isotope
Inner barrier Outer barrier

VA (MeV) ~!A (MeV) VB (MeV) ~!B (MeV)

242Am 6.15 0.54 5.2 0.8

241Am 5.4 0.45 4.35 0.3

240Am 5.5 0.9 5.5 0.4

Table 5.3: Fission barrier heights and widths for the Americium isotopes used in the modified
calculation of the TALYS code.
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Figure 5.17: TALYS modified calculation using the combination of Constant Temperature
+ Fermi Gas models, by adjusting the fission barrier parameters and level densities of the
Americium isotopes.

For the microscopic theoretical investigation, a separate set of calculations were performed
with TALYS as mentioned previously, where the entire fission path is described by smoothly
joined inverted parabolas as a function of the quadrupole deformation � in the framework of
the Hartree-Fock-Bogolyubov (HFB) model. Again, this microscopic approach was initially
tested with the default parameters of TALYS, using a suitable microscopic level density model
available, that of Hilaire’s combinatorial tables following the deformed Skyrme-Hartree-Fock-
Bogolyubov framework in addition to a microscopic �-ray strength function (strength 8). The
results of these calculations are shown in Figure 5.18. Even though the (n, xn) reaction channels
are accurately reproduced, the theoretical calculation of the fission channel from the threshold
of the reaction up to the beginning of the second chance fission is completely o↵-track. In
order to achieve a reasonable agreement of the microscopic theory with the experimental fission
data of the 241Am, a corresponding workflow was followed as in the previous scenario. In
particular, necessary adjustments were performed regarding the fission barrier parameters and
level densities of the involved Americium isotopes. The results of the modified microscopic
calculations with the TALYS code of Figure 5.19 highlight a satisfactory reproduction of the
cross section data from EXFOR, wherever available, for all the competing decay channels for
the neutron energy range of 0.1 to 30MeV .
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Figure 5.18: TALYS default microscopic calculation for 241Am for incident neutron energies
in the range between 0.1 to 30MeV plotted together with the available experimental data
retrieved from the EXFOR database.
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Figure 5.19: TALYS modified microscopic calculation for 241Am for incident neutron energies
in the range between 0.1 to 30MeV plotted together with the available experimental data
retrieved from the EXFOR database.
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Chapter 6
Conclusions and Future Perspectives

Even though fission was discovered roughly 80 years ago, developing a thorough theoretical
explanation with good predictive power is still a work in progress, while nuclear modelling
requires a wealth of available experimental data for neutron-induced fission reaction cross sec-
tions and other observables. In parallel, the design and sensitivity studies of advanced nuclear
systems and Generation IV Fast Neutron Reactors could incinerate/transmutate the existing
nuclear waste of aging conventional reactors, producing safer and cleaner nuclear energy, free of
greenhouse gas emissions. These systems require high precision cross section data from various
neutron-induced fission reactions of minor actinides found in nuclear waste, for neutron ener-
gies ranging from thermal up to several tens of MeV . Among the long-lived minor actinides
with high radioecological risk for the environment is the isotope 241Am (T1/2 = 433y) which is
present in high percentage in nuclear waste, representing about 1.8% of the mass of actinides in
nuclear waste of Pressurised Water Reactors’ (PWR) UOX fuel. The importance of the cross
section measurement of the neutron-induced fission of 241Am is highlighted by the fact that
the 241Am(n,f) reaction is included by the Nuclear Energy Agency in the “Nuclear Data High
Priority Request List”.

Within this framework, the 241Am(n,f) reaction cross section was measured using the time-
of-flight technique at the vertical experimental beam line (EAR-2) at the n TOF facility at
CERN, located approximately at a neutron flight path of 19.5m above the Pb neutron spalla-
tion target and characterized by a high instantaneous neutron flux and a moderate resolution
function. The experimental set-up of the measurement consisted of a stack of low mass Mi-
cromegas detectors that o↵er high e�ciency for the detection of the energy deposition of the
fission fragments in their active volume, as well as six thin radioactive 241Am samples with
a total activity of 0.1GBq. The measurement was quite challenging, since for the first time
such highly radioactive samples with a specific activity of 127MBq/mg were attempted to be
measured in EAR-2 with the large aperture diameter “fission” collimator (6.7 cm).

From this work, experimental cross section data of the 241Am(n,f) reaction were obtained
relative to 235U, over a broad neutron energy range covering almost 10 orders of magnitude,
from 9meV up to 6MeV . The improvements in the design of preamplifier modules aimed
at reducing the baseline oscillations and enhancing the signal-to-noise ratio. Moreover, for
the present measurement, a dedicated gas regulation system was used in order to monitor the
gas flow and pressure inside the fission chamber. These upgrades significantly improved the
experimental conditions and the quality of the recorded data with respect to previous fission
measurements carried out with a similar detection set-up at n TOF.
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The data analysis procedure involved many stages. In the initial steps it included the accu-
rate selection of fission signals, a methodology for the “�-flash” subtraction and the rejection
of alpha particles, noise and unwanted pulses. Afterwards, Monte Carlo simulations were per-
formed via GEF/GEANT4 for the study of the e�ciency and the energy deposition of fission
fragments in the active gas volume of the detector so as to estimate the necessary amplitude
and pile-up corrections in the recorded pulse height spectra. Additionally, in order to perform
in an accurate way the conversion of time-of-flight to neutron energy, the full 2-dimensional
probability distribution of the moderation length �, as a function of the time-of-flight, was
included in the calculations. During the analysis, an unreported contamination of 239Pu in the
Americium samples was observed and a “fingerprint” resonance identification technique was
followed in order to estimate the quantity of the contamination in the samples under study.
Despite the satisfactory precision of the followed experimental investigation, no resonance anal-
ysis for the 241Am samples was conducted, because the samples’ formal characterization has
not been yet completed.

In order to complement the cross section measurement, theoretical cross section calculations
were performed with the TALYS-1.95 code. Satisfactory results for the fission cross section
of 241Am, as well as for other competitive neutron-induced reactions, namely (n, �), (n, el),
(n, inl), (n, xn) and (n, tot) channels were accomplished in the energy range from 0.1 to 30MeV .
The theoretical agreement with the available experimental data was achieved by adjusting
the double-humped fission barrier parameters (heights and curvatures), in addition to level
density parameters of the corresponding Americium isotopes, both in phenomenological and
microscopic approach.

More precise cross section measurements could be possible, not only by using even faster
electronics, but also by employing more sophisticated detectors with better timing characteris-
tics that would expand the possibilities of experimental measurements. For instance, at some
point we could think to move from standard to strip Micromegas detectors, in order to have
the ability to also measure angular fission fragment distributions, which up to now within the
n TOF facility is only possible to study with Parallel Plate Avalanche Counters (PPACs).

As an extension of the present work, a future experiment was proposed to be conducted at
the n TOF facility during Phase-IV for the cross section determination of 243Am(n,f) reaction
[74], taking advantage of both experimental areas available for time-of-flight measurements
(EAR-1 and EAR-2). The combination of the above mentioned experimental areas, as well as
the implementation of a “hybrid” target configuration consisting of thick and thin samples of
243Am (T1/2 = 7364y), optimized simultaneously for both areas, will result in the collection
of data with satisfactory statistical uncertainty in a wide energy range. More specifically, the
part of the measurement conducted in EAR-1 will cover the energy region from the fission
threshold up to approximately 300MeV , whereas in EAR-2 due to the high instantaneous
neutron flux, the measurement is expected to profit from increased statistics both in the thermal
and resonance region.
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[70] R. Capote, M. Herman, P. Obložinský, P. Young, S. Goriely, T. Belgya, A. Ignatyuk,
A. Koning, S. Hilaire, V. Plujko, M. Avrigeanu, O. Bersillon, M. Chadwick, T. Fukahori,
Z. Ge, Y. Han, S. Kailas, J. Kopecky, V. Maslov, G. Re↵o, M. Sin, E. Soukhovitskii, and
P. Talou, “RIPL – Reference Input Parameter Library for Calculation of Nuclear
Reactions and Nuclear Data Evaluations,” Nuclear Data Sheets 110 no. 12, (2009)
3107–3214.
https://www.sciencedirect.com/science/article/pii/S0090375209000994. Special
Issue on Nuclear Reaction Data.

[71] M. Herman, M. Herman, R. Capote, M. Sin, A. Trkov, B. V. Carlson, P. Oblozinsky,
C. M. Mattoon, H. Wienke, S. Hoblit, Y. S. Cho, G. P. Nobre, V. Plujko, and V. Zerkin,
“EMPIRE-3.2 Malta modular system for nuclear reaction calculations and nuclear data
evaluation Users Manual,”. https://www.osti.gov/biblio/1108585.

[72] E. S. Soukhovitskii, S. Chiba, J.-Y. Lee, O. Iwamoto, and T. Fukahori, “Global
coupled-channel optical potential for nucleon–actinide interaction from 1 keV to 200
MeV,” Journal of Physics G: Nuclear and Particle Physics 30 no. 7, (May, 2004)
905–920. https://doi.org/10.1088/0954-3899/30/7/007.

[73] J. Kopecky and M. Uhl, “Test of gamma-ray strength functions in nuclear reaction model
calculations,” Phys. Rev. C 41 (May, 1990) 1941–1955.
https://link.aps.org/doi/10.1103/PhysRevC.41.1941.

[74] N. Patronis, Z. Eleme, M. Diakaki, A. Tsinganis, R. Vlastou, M. Kokkoris, M.-E.
Stamati, V. Michalopoulou, A. Stamatopoulos, M. Barbagallo, N. Colonna, J. Heyse,
M. Mastromarco, A. Mengoni, A. Moens, G. Noguere, A. J. Praena, P. Schillebeeckx,
G. Sibbens, L. Tassan-Got, and D. Vanleeuw, “Measurement of the fission cross-section
of 243Am at EAR-1 and EAR-2 of the CERN n TOF facility,” tech. rep., CERN, Geneva,
2020. https://cds.cern.ch/record/2730930.

144

http://dx.doi.org/10.1103/PhysRev.87.366
http://dx.doi.org/10.1103/PhysRev.87.366
https://link.aps.org/doi/10.1103/PhysRev.87.366
https://www-nds.iaea.org/publications/indc/indc-blr-0013/
http://dx.doi.org/https://doi.org/10.1016/j.nds.2009.10.004
http://dx.doi.org/https://doi.org/10.1016/j.nds.2009.10.004
https://www.sciencedirect.com/science/article/pii/S0090375209000994
https://www.osti.gov/biblio/1108585
http://dx.doi.org/10.1088/0954-3899/30/7/007
http://dx.doi.org/10.1088/0954-3899/30/7/007
https://doi.org/10.1088/0954-3899/30/7/007
http://dx.doi.org/10.1103/PhysRevC.41.1941
https://link.aps.org/doi/10.1103/PhysRevC.41.1941
https://cds.cern.ch/record/2730930


PHYSICAL REVIEW C 108, 014616 (2023)

Measurement of the neutron-induced fission cross section of 230Th at the CERN n_TOF facility

V. Michalopoulou ,1,2,* A. Stamatopoulos,1 M. Diakaki,1 A. Tsinganis,2,3 R. Vlastou,1 M. Kokkoris,1 N. Patronis,4 Z. Eleme,4

D. Macina,2 L. Tassan-Got,2,1,5 N. Colonna,6 E. Chiaveri,2 A. Ventura,7 P. Schillebeeckx,3 J. Heyse,3 G. Sibbens,3 G. Alaerts,3

A. Borella,8 A. Moens,3 D. Vanleeuw,3 O. Aberle,9 V. Alcayne,10 S. Amaducci,11,12 J. Andrzejewski,13 L. Audouin,5

V. Babiano-Suarez,14 M. Bacak,2,15,16 M. Barbagallo,2,17 S. Bennett,18 E. Berthoumieux,16 J. Billowes,18 D. Bosnar,19

A. Brown,20 M. Busso,21,22 M. Caamaño,23 L. Caballero,14 F. Calviño,24 M. Calviani,2 D. Cano-Ott,10 A. Casanovas,24

F. Cerutti,2 G. Cortés,24 M. A. Cortés-Giraldo,25 L. Cosentino,11 S. Cristallo,21,26 L. A. Damone,17,27 P. J. Davies,18 M. Dietz,28

C. Domingo-Pardo,14 R. Dressler,29 Q. Ducasse,30 E. Dupont,16 I. Durán,23 B. Fernández-Domínguez,23 A. Ferrari,2

P. Finocchiaro,11 V. Furman,31 K. Göbel,32 R. Garg,28 A. Gawlik-Ramięga,13 S. Gilardoni,2 I. F. Gonçalves,33
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The neutron-induced fission cross section of 230Th has been measured at the neutron time-of-flight facility
n_TOF located at CERN. The experiment was performed at the experimental area EAR-1 with a neutron flight
path of 185 m, using Micromegas detectors for the detection of the fission fragments. The 230Th(n, f ) cross
section was determined relative to the 235U(n, f ) one, covering the energy range from the fission threshold up to
400 MeV. The results from the present work are compared with existing cross-section datasets and the observed
discrepancies are discussed and analyzed. Finally, using the code EMPIRE 3.2.3 a theoretical study, based on the
statistical model, was performed leading to a satisfactory reproduction of the experimental results with the proper
tuning of the respective parameters, while for incident neutron energy beyond 200 MeV the fission of 230Th was
described by Monte Carlo simulations.

DOI: 10.1103/PhysRevC.108.014616

I. INTRODUCTION

Accurate neutron-induced fission cross-section data on ac-
tinides play an important role in the research and design of
advanced nuclear systems. More specifically, the study of
the isotopes present in the thorium cycle, which is proposed
as an alternative to the conventional uranium-plutonium one,
can assist in the development of the relevant nuclear systems
aiming at making the production of energy safer, sustainable,
economic, and proliferation resistant [1].

In particular, 230Th is produced in the thorium cycle from
the α decay of 234U, and has almost two times higher neutron-
induced fission cross section than 232Th in the fast energy
region, which contributes to the neutron balance, assisting this
way in the breeding of the fissile isotope 233U.

Additionally, the study of neutron-induced fission cross
sections plays a key role in the understanding of the fission
process and the parameters of fission barriers. In thorium
nuclides, narrow resonances and fine structures have been
observed in the threshold region of the fission cross section,
known as the “thorium anomaly.” Specifically, previous mea-
surements of the 230Th(n, f ) cross section revealed a large
and well isolated resonance near 700 keV with additional
fine structures near the fission threshold. Various theoretical

investigations attempting to explain the 230Th resonance exist
in the literature, in the framework of the double- [2–4] and
triple-humped fission barriers [5–11]. These structures sug-
gest the existence of a third well in the fission barrier [12],
which allows the existence of Class-III vibrational states that
could explain the existing structures near the fission threshold.

Despite the above-mentioned fields of interest, only a few
experimental datasets exist in the literature for the neutron-
induced fission cross section of 230Th, mainly due to the
challenge in the target preparation of this natural but also very
rare isotope. The existing datasets exhibit large uncertainties
(more than 5% for the majority of the data points) and discrep-
ancies among them, while they cover only the energy range
from the fission threshold up to 25 MeV, as presented in Fig. 1.

The most recent measurements of Goldblum et al. [13]
and Petit et al. [14] are based on the indirect determina-
tion of the 230Th neutron-induced fission cross section via
the surrogate 232Th(3He,α) reaction. The measurements of
Meadows [15,16], Boldeman and Walsh [11], James et al.
[3], and Kazarinova et al. [17] were performed with quasi-
monoenergetic neutron beams, produced via charged particle
reactions. The measurement of Blons et al. [6] was performed
with the time-of-flight technique, while the data of Muir and
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FIG. 1. Experimental data for the neutron-induced fission cross
section of 230Th available in the literature. The data present dis-
crepancies and cover the energy range from the fission threshold
up to 25 MeV. The measurements of the present work can assist in
resolving the discrepancies and provide data at higher energies.

Veeser [18] were obtained using neutrons from an under-
ground nuclear explosion. The cross-section data points of
Blons et al. and James et al. exhibit systematically higher
cross-section values, at all neutron energies, compared to the
other datasets in literature. In these two datasets the fission
yield per neutron is converted to fission cross section by
normalizing to the value 0.37 b at 1.4 MeV (that has not been
published), after private communication of the authors with
Evans and Jones [3,6].

The discrepancies between the experimental cross-
section data in the literature, along with the uncertainties that
they exhibit, are reflected in the large deviations between the
latest versions of nuclear evaluations over the whole energy
region, as presented in Fig. 2. These differences show a de-
mand for additional high-accuracy experimental data, while
higher energy data would be also interesting to extend the
energy region of the current evaluations.

FIG. 2. Evaluated cross-section data for the 230Th(n, f ) reaction
from ENDF/B-VIII.0 [19] which adopts the JENDL-5.0 library [20]
(red), JEFF-3.3 [21] (blue), and TENDL-2021 [22] (green). Large
differences are observed between the evaluation libraries. The data
of this work can help in improving the evaluations.

For this purpose, the measurement of the neutron-induced
fission cross section of 230Th was performed at the neutron
time-of-flight facility n_TOF, located at the European Organi-
zation for Nuclear Research (CERN). The experimental area
EAR-1 with the long 185 m neutron flight path was used to
acquire high neutron energy resolution data from the fission
threshold up to 400 MeV, combined with complementary
measurements at the experimental area EAR-2 with a shorter
neutron flight path of about 19 m. The experimental setup, as
well as the details of the analysis procedure, will be presented,
along with theoretical calculations.

II. EXPERIMENTAL SETUP

The cross section up to 400 MeV was determined by the
experiment carried out at the experimental area EAR-1 of the
n_TOF facility [23,24], located at CERN. An additional mea-
surement with the same detection setup was performed at the
experimental area EAR-2 [25], specifically for the estimation
of the contaminants in the 230Th samples. The neutron beam
was produced via spallation of a lead target by a pulsed beam
of 20 GeV/c protons providing a white neutron spectrum
ranging from the thermal region up to ≈1 GeV. Two pulse
modes are provided by the CERN Proton Synchrotron (PS):
the dedicated ones corresponding to the nominal intensity
of the proton bunch [(7–8) × 1012] and the parasitic ones
corresponding to a lower intensity (3 × 1012).

The neutrons travel a horizontal flight-path of 185 m be-
fore they reach the experimental area EAR-1, rendering high
neutron energy resolution measurements possible with high
instantaneous neutron fluence per proton pulse. A smaller
vertical flight path of ≈19 m is available at the experimental
area EAR-2, which provides approximately an order of mag-
nitude higher neutron fluence per proton pulse, making it ideal
for measurements of very small cross sections, small sample
masses and radioactive samples.

A. Actinide samples

Seven high purity 230Th samples were produced and char-
acterised at the target preparation laboratory of JRC-Geel
[26]. The base material was analysed for its isotopic com-
position by inductively coupled plasma mass spectrometry
[27] and for the amount of plutonium by isotope dilution
mass spectrometry [28] at the nuclear chemistry and nuclear
mass spectrometry laboratories at JRC-Geel. This resulted
in the mass ratios 230Th/Th = 0.915 750(34), 232Th/Th =
0.084 250(34), and Pu/Th = 0.000 494 2(20). The sam-
ples were prepared by molecular plating in isopropanol on a
0.025 mm thick aluminum foil [26]. The foil was stretched
and glued on a 2 mm thick aluminum ring with an inner and
outer diameter of 100 and 110 mm, respectively. A mask with
an inner diameter of 80.00(2) mm was placed on top of the
aluminum foil defining the effective area of the 230Th deposit.

The activities of the 230Th samples were determined by
α-particle counting at a defined solid-angle. The samples were
positioned parallel to and coaxial with a Si surface barrier
detector at a well-defined distance. The relative solid angle
between the source and the detector was determined by the

014616-3



V. MICHALOPOULOU et al. PHYSICAL REVIEW C 108, 014616 (2023)

TABLE I. Mass, activity, and number of atoms of the 230Th samples. The quoted uncertainty is the combined uncertainty due to the
counting statistics, a 0.12% random component explained in the text and the uncertainty due to the correction for the 226Ra contribution. For
the total uncertainty the latter contribution has to be combined with a common component of 0.65%. The target ID indicates the position of
the target in the chamber with respect to the neutron beam.

Target ID Reference number Mass (mg) Activity (MBq) Number of nuclei (×1019)

230Th #3 TP2017-06-19 4.546(8) 3.468(6) 1.190(21)
230Th #4 TP2017-06-21 4.053(13) 3.092(10) 1.061(34)
230Th #5 TP2017-06-24 2.249(9) 1.716(7) 0.5889(24)
230Th #6 TP2017-06-22 2.464(8) 1.880(6) 0.6541(21)
230Th #7 TP2017-06-25 4.118(16) 3.142(12) 1.078(41)
230Th #8 TP2017-06-20 4.848(13) 3.698(10) 1.269(34)
230Th #9 TP2017-06-18 4.441(9) 3.388(7) 1.163(24)

distance, the sample size and the knife-edged aperture of a
diaphragm placed just in from of the detector. The use of the
diaphragm allows for a more accurate determination of the
detection geometry, as its diameter is defined more accurately
than the one of the detector’s surface [29].

The results are summarized in Table I, with the decay
constant λ = 2.91 × 10−13 s−1 [30] used for the estimation of
the number of nuclei. To avoid contamination in the α-particle
counter each sample was placed in a plexiglass container
which was closed with a 2 µm thick mylar foil covered with
a 50 nm thick aluminum layer. The transmission probabil-
ity through this foil was verified by measurements with a
237Np sample and resulted in Tα = 1.0000(26). The procedure
described in Ref. [31] was applied to calculate the solid an-
gle # = 8.23(4) × 10−4 sr subtended by the sample and the
diaphragm. The main contribution in the uncertainty of the
solid angle originates from the distance between the sample
placed in the plexiglass container and the diaphragm in front
of the detector which was d = 170.7(3) mm. The intrinsic de-
tection efficiency of the α-particle detector εα = 0.9988(38)
was derived by measurements with 235U certified reference
samples [32]. The above-mentioned uncertainties resulted in a
final uncertainty component of 0.65%. A random uncertainty
component of 0.12% reflects problems with reproducibility of
the measurement conditions. This uncertainty, which is larger
than the uncertainty due to counting statistics, was evaluated
by a series of measurements dedicated for an analysis of
variance (ANOVA) procedure [33].

The 230Th activity was derived from the integrated count
rate corresponding to 1.0–4.9 MeV deposited α-particle en-
ergy. In this energy region there is a parasitic contribution
from the decay of 226Ra as daughter product of 230Th, while
the one due to the decay of 232Th can be neglected. The
contribution from the 226Ra decay was determined by addi-
tional γ -ray spectroscopic measurements using a high-purity
germanium (HPGe) detector. This detection system was cal-
ibrated by combining results of measurements with a 235U
reference sample with the same diameter and a set of certified
radionuclide sources. The uncertainty of the ratio is dominated
by the γ -ray emission probabilities for the decay of 230Th
which are about 8% [30]. The γ -ray detection system was also
used to verify the total activity of the samples. The results
are fully consistent with those derived from the α-particle
counting within the aforementioned uncertainties.

High-purity 235U and 238U reference samples, with the
same geometrical characteristics as the 230Th samples, were
produced and characterized at JRC-Geel. They were both
prepared by molecular plating using diaphragms and support
rings with the same characteristics as those for the 230Th.
The isotopic compositions of the base material for these
samples were determined by thermal ionization mass spec-
trometry [34] at JRC-Geel. The 235U sample, with an activity
of 288.0(13) Bq, was placed upstream of the 230Th samples
with respect to the neutron beam, while the 238U sample,
with an activity of 179.5(9) Bq, was placed after the stack
of the 230Th targets (see Fig. 3). Additionally, a 10B reference
sample, with the same diameter as the Th ones, was produced
with an e-beam evaporator [35]. This sample was placed at the
top of the stack of samples with respect to the neutron beam
(see Fig. 3). The intention was to use this sample to determine
the energy distribution of the incident neutron beam at the low
energy region. However, due to the impact of the fissile Pu

FIG. 3. A photograph of the stack of the Micromegas detectors
and samples assembly used in the experiment. The seven 230Th
targets were placed between the reference targets.
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isotopes present in the 230Th samples an analysis of the data
in this region could not be done (see Sec. III E).

B. Micromegas detectors

A setup based on MicroBulk Micromegas (Micro-Mesh
Gaseous Structure) detectors [36–39] was used for the detec-
tion of the fission fragments. The Micromegas is a two-region
gas detector divided by the micromesh (cathode electrode),
which is a 5 µm thick Cu plate with holes of ≈35 µm in
diameter at a distance of ≈50 µm from each other. The drift
region is located between the drift electrode, which is the
sample itself, and the micromesh, while the distance is chosen
according to the requirements of each experiment (i.e., timing
characteristics, pulse shape, particle energy deposition in the
gas, etc.) and in this case it was set to 6 mm. The amplification
region is located in the region between the micromesh and the
anode, with a fixed distance between the two equal to 50 µm.

When an ionizing particle enters the drift region it creates
electron-ion pairs, which drift towards the mesh due to the
electric field in the region (≈ 1 kV/cm). The electrons enter
the amplification region through the micromesh holes and they
are multiplied through avalanches guided from the second,
strong electric field (≈ 50 kV/cm). In this work, the induced
signal was collected from the micromesh electrode.

Each sample was coupled to a separate Micromegas de-
tector, while the whole sample-Micromegas assembly, as
presented in Fig. 3, was placed in an aluminum chamber. The
chamber was filled with a gas mixture of Ar:CF4:isoC4H10
(88:10:2), kept at room temperature and a constant pressure
(≈ 1 atm).

C. Electronics and data acquisition

For the voltage supply, as well as the collection of the sig-
nals from the micromesh, individual current-sensitive pream-
plifier modules were implemented, constructed at INFN-Bari.
The preamplifier output signals were fed to fast digitizers, in
order to transform and record the corresponding waveforms.

III. DATA ANALYSIS

The data analysis aims at the identification of the fission
pulses and the determination of their amplitude and time of
arrival, which is eventually converted to the corresponding
neutron energy. To achieve this, the raw data are initially ana-
lyzed with a pulse analysis (PSA) routine developed at n_TOF
[40] and then processed to ensure the accurate recognition
of the fission events. In addition, various corrections, such as
the fraction of fission fragments rejected by the amplitude cut
introduced in the analysis, the correction for pileup, etc., are
applied to the data.

A. Raw data analysis

The raw data analysis begins with the accurate recognition
of fission events, while rejecting α signals from the natural
radioactivity of the samples, noise, and residuals from the
γ -flash subtraction. Following the proper assessment, the am-

FIG. 4. γ -flash stack from various events. The average γ -flash
shape and the subsequent baseline (red line) are estimated from the
stack.

plitude of each signal is recorded, as well as its time of arrival,
which is determined relative to the γ -flash peak.

The γ -flash peak is the first peak present in the time
spectra, originating from high energy deposition events in the
detector (see Fig. 4), mainly from γ rays and other high-
energy relativistic particles, which occur during the spallation
process, as well as high-energy neutrons. After the γ -flash
peak, an oscillatory baseline was recorded. In order to mitigate
the γ -flash effects and accurately determine the amplitude
and time of arrival of fission fragments induced from high
energy neutrons, the methodology described in [41] was im-
plemented.

The treatment of the γ -flash was based on the estimation
of an average shape for the γ -flash peak and the subse-
quent baseline. In this scope, a stack of several γ -flash peaks
was created, which originates from actual experimental data
placed one on top of the other. The z axis of the stack repre-
sents by a color scale the counts that have been recorded in
each bin in the stacked histogram. By applying a threshold
value on the z axis the average γ -flash shape is estimated,
while the fission fragment signals are discarded from the
estimation of the average shape. In Fig. 4 the stack of the
γ -flash peaks is shown, in which the first peak at all bunches
was the γ -flash, while various other signals corresponding to
fission fragments and α particles were present at later times-
of-flight. The average γ -flash shape (red line) is also shown.
The average γ -flash shape and the subsequent baseline were
then subtracted from each single event, after normalizing to
the amplitude of the γ -flash peak in the event.

For the identification of the fission pulses, the PSA was
implemented. Pulses were recognized when their derivative
crossed a certain threshold. Then, if any of the eliminating
criteria were met, such as the limits of the pulse amplitude
and the limits of the area-to-amplitude ratio, the pulse was
recorded as a true event. The pulse recognition was followed
by the estimation of the baseline, which is taken from the
average γ -flash shape for higher neutron energies, while a
constant baseline was assumed in the lower energy region,
where the effects of the γ -flash are not present. Finally, the
pulse reconstruction was achieved with the pulse shape fitting
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FIG. 5. Distribution of the moderation length λ as a function of
the neutron energy.

method. In order to do so, various experimental fission pulses
were provided to the routine and the best fit was selected
according to the minimum chi-square value. Additional infor-
mation on the PSA procedure can be found in Ref. [40].

B. Flight path length

A very crucial step for the calculation of the 230Th(n, f )
cross section at each neutron energy was the conversion of the
time-of-flight of the signals to the equivalent neutron energy,
which was made using the relativistic relation

En = mnc2(γ − 1) = mnc2




1

√
1 −

( L
tc

)2
− 1



, (1)

where mn = 939.6 MeV/c2 is the neutron mass, L is the
neutron flight path, t is the time-of-flight of the neutron, c =
299.8 m/µs is the speed of light, and γ is the Lorentz factor.

In the equation the neutron time-of-flight for each event
was estimated via the PSA routine relative to the γ -flash
(see Sec. III A), while the neutron flight path estimation is
not straightforward. The reason behind this lies in the fact
that each neutron, in addition to the geometrical flight path
corresponding to the distance from the edge of the spalla-
tion target (where the production of the neutron occurs) to
each actinide target (where a fission event is recorded in the
Micromegas detector), travels an additional distance inside
the spallation target, namely the moderation length λ. The
moderation length is energy dependent and corresponds to a
distribution of times-of-flight which are a result of the same
neutron energy, as presented in Fig. 5. Monte Carlo simula-
tions are performed with the FLUKA code [42,43], within the
n_TOF Collaboration, to describe the neutron beam produced
from the spallation target. Then the neutron beam is estimated
from the neutron optical transport to each actinide target,
taking into account the specific characteristics of the setup.

The geometrical flight path was estimated in order to
achieve the best reproduction of the 235U resonances in the
low energy region, by trying different flight paths for the
conversion of the experimental time-of-flight to energy and by

FIG. 6. Distribution of the amplitude of the signals for the 235U
sample as a function of the neutron energy. The α particles from the
natural radioactivity of the target are present in the low energy region
and the γ -flash residuals (increasing with energy) are present in the
high energy region.

comparing them with the expected counts, calculated from the
convolution of the evaluated fluence per proton pulse [24] and
the reference cross section [44]. However, the correction in
the energy by taking into account the mean value of the mod-
eration length, as estimated from Fig. 5, was less than 0.7%
for the entire energy range. As a result, the correction for the
moderation length was negligible for this measurement. The
flight path lengths used for the conversion of the time-of-flight
to energy were 183.40 m for the 235U target and ranged from
183.42 to 183.51 m for the 230Th targets, with the difference
between them being equal to their geometrical distance.

C. Correction for the lost fission fragments

One experimental effect which needs to be reliably quan-
tified in the data analysis is related to the pulse amplitude
cut applied to the data. As seen in Fig. 6 in the low neutron
energy region, signals of α particles, originating from the
natural radioactivity of the actinide targets, were present in
the amplitude spectrum. With increasing neutron energies the
contribution from the α signals decreases, while noise ap-
pears, originating from the γ -flash residuals, which increases
with the neutron energy. In order to discard the α-particle
and noise signals, an energy dependent amplitude cut was
implemented, which defines the minimum amplitude a signal
must have in order to be considered as a fission fragment. The
application of this cut also removes the low-amplitude signals
from fission fragments.

To estimate the fraction of the lost fission fragments, Monte
Carlo simulations of the detection setup were performed with
the FLUKA code [42,43]. The fission fragment atomic and mass
numbers and their kinetic energy were generated using the GEF
code [45]. The fission fragments were randomly generated in
an actinide sample, while isotropic emission was assumed. An
equivalent thickness for each target was adjusted in order to
adequately reproduce the low energy region of the simulated
spectra, since, even though the quantity of the actinides in the
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FIG. 7. Comparison between experimental (blue line) and sim-
ulated (red line) spectra (normalized in the counts of fission
fragments) for one of the 230Th (#3) targets, after the calibration and
application of a skewed Gaussian response function to the simulated
one. The amplitude cut for this energy region is presented with the
dashed green line.

targets was known with high accuracy, the exact composition
of the targets was not precisely known [46]. The simulated de-
posited energy in a Micromegas detector was convoluted with
a skewed Gaussian response function, in order to reproduce
the general shape of the experimental amplitude spectra.

The comparison between the experimental spectrum and
the simulated for one 230Th target is shown in Fig. 7 for a
neutron energy range of 0.6–5.0 MeV in which no γ -flash
residuals were present. The reproduction of the experimental
spectrum corresponding to fission fragments is satisfactory,
which ensures that the correction for the fission fragments
below the applied amplitude cut is reliable. It is important to
note that the 230Th and the reference 235U amplitude spectra
exhibited similar shapes and thicknesses, which minimizes
the uncertainty due to a systematic effect of this particular
correction.

In order to reject the noise introduced in the amplitude
spectra with the increase of the neutron energy (see Fig. 6),
a higher amplitude cut was adopted in the analysis at higher
energies. As the amplitude spectrum of fission fragments does
not (significantly) change with neutron energy, the estimation
of the lost fission fragments with this higher amplitude cut was
made by comparing the spectra with high and low amplitude
cuts, respectively. Then a correction factor was estimated from
the ratio of an integrated region of the spectrum with the lower
amplitude cut to the corresponding one with the higher cut.
The region was chosen in order to obtain clean amplitude
spectra for fission with both amplitude cuts. This correction
is valid, since the shapes of the amplitude spectra for fission
were invariant in the above mentioned energy regions.

The systematic uncertainty due to this correction was esti-
mated to be less than 2.2% for all 230Th targets. It was derived
from comparing the mean cross-section value from the seven
230Th targets when the amplitude cut was calculated by the
FLUKA simulations and when the same amplitude cut was ap-
plied to all the targets (the seven 230Th and the reference 235U).

The similarity in the thickness and the amplitude spectra of the
230Th targets and the reference 235U one results in this small
deviation of the cross section results, when applying different
methods for estimating the correction for the fission pulses
lost due to the amplitude cut introduced in the analysis.

The simulations performed with the FLUKA code were
additionally used for the estimation of the fission fragments
which are emitted from the actinide target but do not manage
to enter the detector gas, being absorbed inside the target.
This is a result of a combination of the energy of the fission
fragment and its emission angle. The correction varies and
depends on the thickness of the sample: it is about 6.2% for
the 238U target and less than 2% for the rest of the targets. The
uncertainty of this correction is included in the uncertainty due
to a systematic effect of the amplitude cut correction, since
the same thickness was assumed for all the targets in order
to compare the absolute cross-section results of each 230Th
target when implementing the Monte Carlo simulations for
the amplitude cut and self-absorption corrections and when a
simplified approach is used, as described in Sec. III C.

D. Pileup correction

Pileup of the pulses is caused when two or more sequen-
tial pulses are recorded within a short time interval and are
identified by the PSA routine as one single pulse. To consider
this effect, the correction of the nonparalyzable model, as de-
scribed in Ref. [47], was implemented in this analysis. When
the behavior of the detector is considered to be nonparalyz-
able, pulses which arrive during the dead time of the detector
are lost and have no effect in the response of the detector.

However, the Micromegas detector does not explicitly fol-
low the nonparalyzable detector hypothesis, so the first step
before applying the correction is to treat the detector pulses
to follow the nonparalyzable model. In order to do so, when
pulses appear closer in time than the fixed dead time τ , as-
sumed to be equal to the FWHM of the pulses, the first pulse
is stored, while the subsequent pulses which arrive during the
dead time are discarded from the analysis. So, following the
nonparalyzable case, the true interaction rate n in the detector
is given by the following equation:

n = m
1 − mτ

, (2)

where m is the recorded counting rate. It is important to note
that this correction was applied independently for the dedi-
cated and the parasitic pulse modes, which are the two pulse
types available at n_TOF: the dedicated ones correspond to
the nominal intensity of the proton bunch, while the parasitic
ones correspond to a low intensity (approximately half of the
nominal value).

It is interesting to mention that the instantaneous counting
rate of the reference 235U and the 230Th targets was less than ≈
600 kHz at all neutron energies (even for the dedicated pulse
mode), exhibiting a similar dependence on neutron energy, as
presented in Fig. 8. The dead time correction was less than
6.5% for the 230Th and 235U targets and less than 12% for
the 238U target. The systematic uncertainty due to pileup is
considered negligible (<1%), since the correction was small
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FIG. 8. Counting rate of the reference 235U target (red line) and
for one of the 230Th targets (black line), corresponding to the dedi-
cated pulses.

for the 230Th targets and the reference 235U target and at the
same time a very similar behavior in the shape of the counting
rate of these targets was observed.

E. Contaminants

Pu contaminants were present in the 230Th samples; how-
ever, their contribution is negligible for energies higher than
the fission threshold. This can be seen in Fig. 9 where the
expected counts per proton for 230Th are plotted in comparison
with the expected counts from all the Pu isotopes in the same
target. The contribution from the 232Th(n, f ) reaction was
calculated from the amount of 232Th (see Sec. II A), taking
into account the neutron flux from the reference 235U sample
and the cross section of the reaction. The cross-section values
were estimated from ENDF/B-VIII.0 [19] for energies up to
60 MeV, from the experimental values of Shcherbakov et al.
[48] in the energy range 60 to 200 MeV, and from the point of
Goldanskii et al. [49] at 380 MeV to cover the energy range
200 to 400 MeV, using linear interpolation to estimate the
cross section in the energies of interest.

FIG. 9. Expected counts per proton for 230Th (black line) and for
all the Pu isotopes present in the 230Th target (red line) for the experi-
mental area EAR-1 measurement. The yield of all Pu contaminants is
negligible when compared to the yield of 230Th in this energy region.

FIG. 10. Comparison between experimental counts (red line) and
expected counts from the Pu contaminants present in the 230Th
samples (blue line) of the experimental area EAR-2 measurement.
The expected counts are normalized to the experimental ones in the
energy region between 4 eV and 3 keV.

The higher neutron fluence per proton pulse of the ex-
perimental area EAR-2 was exploited in order to investigate
whether counts from the 230Th(n, f ) reaction were present
on top of the Pu counts below the fission threshold. To this
end, the expected counts from all the Pu isotopes present
in the 230Th samples were estimated, taking into account
the cross section of each Pu isotope [19] and the previously
evaluated neutron fluence of experimental area EAR-2 [50].
The expected counts from the Pu isotopes were compared to
the experimental counts from the EAR-2 measurement, after
normalization in the energy region 4 eV to 3 keV, as presented
in Fig. 10. The counts from the Pu isotopes were dominant
in the shown region and all the observed resonances can be
attributed to the Pu isotopes. In addition, the derived thermal
cross section is consistent with the expectation from the Pu
isotopes.

F. Neutron scattering

Monte Carlo simulations were performed with the MCNP5
code [51] to estimate the effect of neutron scattering in the
whole experimental setup. The simulated geometry consisted
of the fission chamber, the Micromegas detectors, and the
actinide targets with the target holders. The neutron source
was described as a monodirectional disk source with a his-
togram of energies and a diameter equal to that of the fission
collimator of EAR-1. The results of the simulations revealed
negligible contributions from neutron scattering, since the
difference in the neutron fluence between the targets was less
than 1% for all neutron energies of interest and the uncertainty
due to a systematic effect of this correction is considered
negligible.

IV. RESULTS

The cross section for the 230Th(n, f ) reaction as a function
of the incident neutron energy was derived using 235U as refer-
ence (labeled “ref”) by assuming a thin-sample approximation
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FIG. 11. Cross section of the 238U(n, f ) reaction (black circle),
estimated using the 235U(n, f ) reaction as reference, plotted along
with the reference cross section of 238U(n, f ) [19,44].

such that the observed count rate is directly proportional to the
cross section, according to the equation

σ (E ) = C(E )
Cref(E )

× fabs

f ref
abs

×
famp(E )
f ref
amp(E )

× fdt(E )
f ref
dt (E )

× fcont(E )
f ref
cont(E )

× ffluence(E ) × N
N ref

× σ ref(E ), (3)

where C are the counts per energy bin and pulse, fabs is
the correction factor for the fission fragments which do not
succeed in entering the Micromegas gas, famp is the correction
factor for the amplitude cut introduced in the analysis, fdt is
the correction factor for the dead time, fcont is the correction
factor for the contribution of the contaminants, and ffluence
is the correction factor for the difference in the fluence per
proton pulse between the target and the reference sample.
The total number of atoms per sample is denoted by N . To
derive the number of atoms from the activities the half-lives of
Ref. [30] were used: T1/2 = 7.538(30) × 104, 7.038(5) × 108,
and 4.468(5) × 109 a for 230Th, 235U, and 238U, respectively.
Since the 230Th and 235U samples were prepared under iden-
tical conditions, the effective area defined by the intersection
of the incident neutron beam and sample layer cancels out.
In practice, this assumption is only valid if both the sample
layer thickness and incident neutron beam flux do not show a
spatial dependence. To account for the combined effect of a
spatial dependence of the sample deposit and beam intensity
an additional systematic uncertainty of 3.5% was considered.
This uncertainty was estimated from the spread of the final
results between the 230Th samples.

A. Reproduction of the 238U(n, f ) cross section

For the validation of the analysis procedure described in
Sec. III, the cross section of the 238U(n, f ) reaction was esti-
mated using as reference the 235U(n, f ) one. The results are
presented in Fig. 11, along with the reference cross section,
taken from ENDF/B-VIII.0 [19] for energies between 0.15
and 30 MeV and from the IAEA 2017 Neutron Data Standards
library for energies between 30 and 160 MeV [44].

FIG. 12. Cross section from the seven 230Th samples for the
230Th(n, f ) reaction, estimated using the 235U(n, f ) reaction as ref-
erence. Only the statistical errors are shown in the figure.

As shown in the figure, an excellent reproduction of the
reference 238U(n, f ) cross section is achieved from the data
of this work up to 30 MeV. In the energy range between 30
and 50 MeV the cross section from the present work is lower
than the reference one, with the difference being less than 5%
for all neutron energies. At higher energies, namely up to 160
MeV, the agreement between the results obtained in this work
and those of the reference library is very good. The deviations
observed at energies higher than 30 MeV, as well as the fact
that energies higher than 160 MeV could not be reached, can
be solely attributed to the nature of the 238U target. During the
experimental campaign it was observed that a lower voltage
in the mesh electrode had to be applied to the 238U target,
with respect to the 230Th and 235U targets, in order to avoid
saturation of the γ -flash peak. This decrease in the gain of
the Micromegas detector resulted in lower amplitude pulses,
which made the analysis procedure demanding, especially in
the high energy region, where the effects of the γ -flash residu-
als are present. Consequently, it was decided to implement the
238U target only for the validation of the analysis procedure.
The 230Th(n, f ) cross section was determined using the 235U
target as a reference, taking advantage of the similarity in
the amplitude spectra between the targets and the comparable
behavior of the pileup of the pulses (see Sec. III D) and the
self-absorption correction (see Sec. III C), thus minimizing
the effect of the systematic uncertainties of the measurement.

B. Cross section of the 230Th(n, f ) reaction

The cross-section results from the seven 230Th targets, es-
timated using the 235U(n, f ) reaction as reference, are shown
in Fig. 12. The cross-section values from the individual targets
are in very good agreement with each other, since no system-
atic difference is observed between them. The results for the
neutron-induced fission cross section of 230Th, as estimated
from the weighted average of the seven 230Th targets, from
the fission threshold up to 400 MeV are presented in Fig. 13,
along with all available datasets, while the results for the
region near the 700 keV resonance are zoomed in Fig. 14. In
all the figures only the statistical uncertainties are shown.
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FIG. 13. Cross section of the 230Th(n, f ) reaction (black circle),
estimated using the 235U(n, f ) reaction as reference, plotted along
with the previous datasets. The binning is isolethargic with 2000 bins
per decade (bpd) up to 0.8 MeV, 100 bpd from 0.8 to 30 MeV, and 20
bpd from 30 to 400 MeV. Only the statistical uncertainties are shown
in the figure.

As seen in Fig. 14, the absolute value of the cross section in
region near the 700 keV resonance from this work is lower
than that of Boldeman and Walsh [11], Blons et al. [6], and
James et al. [3] and higher than the data of Muir and Veeser
[18]. However, it is important to note, as mentioned in the
relevant publications, that the fission cross section of Blons
et al. and James et al. was estimated by normalizing the fission
yield per neutron to the cross-section value 0.37 b at 1.4 MeV
(see Sec. I). The comparison of our data with these data sets
after renormalization is shown below. The surrogate data of
Goldblum et al. [13] and Petit et al. [14] do not reproduce the
shape and the absolute cross section of the resonance.

Regarding the cross section at higher energies, good agree-
ment within the uncertainties is observed between the data of
the present work and the data of Meadows [15,16] and Muir
and Veeser, the data point of Kazarinova et al. at 14.6 MeV, as

FIG. 14. Cross section of the 230Th(n, f ) reaction (black cir-
cle), estimated using the 235U(n, f ) reaction as reference, plotted
along with the previous datasets in the region of the resonance near
700 keV. The binning used is isolethargic with 2000 bins per decade
(bpd). Only the statistical uncertainties are shown in the figure.

FIG. 15. Cross section of the 230Th(n, f ) reaction (black circle),
estimated using the 235U(n, f ) reaction as reference, plotted along
with the data of Blons et al. (orange points) and James et al. (cyan
cross) normalized to the current data. Only the statistical uncertain-
ties are shown in the figure.

well as with the data of Goldblum et al. for energies between
1.2 and 17 MeV, where an unphysical increase in the cross-
section values in the data is observed, resulting in increasing
the deviations from the present work. This deviation can be
an indication of the energy limit up to which the indirect
surrogate method can give reliable results for this nucleus.
In addition, this comparison gives valuable information for
the improvement of the relevant theoretical models which are
necessary for the surrogate method, which is extremely use-
ful in cases of nuclei inaccessible with direct measurements.
Good agreement within uncertainties is also observed between
this work and the data of Petit et al. for energies between 1
and 2.3 MeV, while at higher energies, the data of Petit et al.
are systematically lower. Finally, the data of Blons et al. and
James et al. are systematically higher than the data of the
present work. Also, the data point of Kazarinova et al. at 2.5
MeV is above the data of this work. It is important to note that
for neutron energies above 25 MeV there are no data available
in the literature.

In Fig. 15 the cross-section data of the present work are
presented along with the renormalized data of Blons et al.
and James et al., reducing the cross-section values by ap-
proximately 27%. As seen in the figure, when applying this
renormalization a good agreement is reached among these
data sets and the present work, both in the region of the
resonance near 700 keV and at higher energies. This is an
important observation, since the data of Blons et al. have the
highest resolution existing in the literature. Taking this into
account our data tend to confirm the structures observed in
the resonance, but with somewhat lower cross-section values.

C. Uncertainties

The uncertainty due to counting statistics of the final cross
section, which is the weighted average of the seven 230Th
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FIG. 16. Uncertainty due to counting statistics of the 230Th(n, f )
cross section, for energies higher than 0.8 MeV.

targets, is presented in Fig. 16 for energies higher than 0.8
MeV. It is less than 5% for all neutron energies higher than
0.8 MeV. Concerning the lower energy region, the uncertainty
due to counting statistics was found to be less than ≈7% near
the resonance maximum, increasing at the edges.

The systematic uncertainties of the measurement are pre-
sented in Table II. The uncertainty of the sample mass is a
result of the target characterization process and is estimated
to be ≈1%. The uncertainty due to the inhomogeneities of the
sample deposit and the profile of the neutron beam is 3.5%,
calculated from the differences observed in the 230Th samples
(see Sec. IV). The combined uncertainty of the amplitude
cut and the self-absorption, the dead time, and the beam flu-
ence are estimated from the analysis procedure to be <2.2%,
<1%, and <1% respectively. It is important to stress here
that the cross section of the 230Th(n, f ) reaction is calculated
relative to the 235U(n, f ) one, with 230Th values exhibiting
a similar behavior to the above mentioned corrections with
the reference 235U target, thus minimizing the contribution
of these correction factors. Finally, the uncertainty of the
cross section of the reference reaction contributes to the final
systematic uncertainty. This uncertainty is energy dependent
and it is estimated from ENDF/B-VIII.0 [19] for energies 0.5
to 30 MeV with an uncertainty ranging from 1.2% to 1.8%,
from the IAEA 2017 Neutron Data Standards library [44] for
energies between 30 and 200 MeV with uncertainty between
2.2% and 4.8%, and for energies higher than 200 MeV from
the IAEA Report [52] with an uncertainty ranging between
2.1% and 7.1%.

TABLE II. Systematic uncertainties of the 230Th(n, f ) cross-
section measurement.

Contribution Uncertainty

Sample mass ≈1%
Spatial dependence and beam intensity ≈3.5%
Amplitude cut and self-absorption correction <2.2%
Dead time <1%
Neutron beam fluence <1%

V. THEORETICAL CALCULATIONS

Theoretical calculations of the 230Th(n, f ) reaction cross
section were performed with the EMPIRE statistical model code
version 3.2.3 (Malta) [53] for incident neutron energy up to
200 MeV, in an attempt to reproduce the gross structure of the
experimental cross-section values obtained from this work.
Beyond 200 MeV the validity of the nuclear reaction models
contained in EMPIRE is no longer guaranteed; therefore, the
calculation of the 230Th(n, f ) cross section from 200 to 400
MeV has been extended by means of an intranuclear cascade
model coupled to an evaporation-fission model.

A. EMPIRE calculations

EMPIRE is a modular system of nuclear reaction codes, con-
taining various nuclear models, and designed for calculations
starting above the resonance region, in the case where the
incident particle is a neutron, up to about 200 MeV.

The theoretical calculations of this work were performed
within the framework of the Hauser-Feshbach model with the
EMPIRE code version 3.2.3 (Malta), by assuming a double-
humped fission barrier. For the calculation the decay channels
with charged particles were neglected, so in addition to fis-
sion (n,el), (n,inl), (n, γ ), and (n, xn) channels were taken
into account. The optical model parameters were taken from
the Reference Input Parameter Library (RIPL-3) [54] for
the inelastic (direct) channel and for the inverse neutron
channel, implementing the optical model potential of Capote
et al. (RIPL catalog number 2408) [55]. For the preequilib-
rium mechanism the phenomenological model PCROSS (with
a default parameter equal to 1.5) [56,57] was adopted. The
modeling of the γ -ray strength functions was achieved by
the modified Lorentzian MLO1 model [58], and the enhanced
generalized superfluid model (EGSM) [59] was adopted to de-
scribe the level densities in the continuum of the normal states,
as well as to describe the level densities for the deformations
at the saddle points.

The EMPIRE calculations with the default parameters de-
scribed above are presented in Fig. 17 (blue line) for the
fission channel, along with the experimental cross section of
this work; as shown in the figure a significant disagreement is
visible. The slope and the value of the subthreshold fission is
underestimated in the calculations, as are as the first-, second-,
and third-chance fission, the fission plateaus, and the multi-
chance fission cross sections at energies up to 75 MeV. At
higher energies the cross section is generally overestimated
by the EMPIRE calculation.

To improve the agreement between the EMPIRE calculations
and the experimental cross-section data of this work, adjust-
ments were made in the fission barrier heights and widths,
as well as the level density parameters ã (ATILNO) of the
thorium isotopes. The second fission barrier height of 231Th
was reduced by 8% and the width by 28%, while the first
fission barrier height of the same isotope was reduced by
3%. These adjustments improved the description of the slope,
as well as the values of the fission cross section up to 1.5
MeV. In addition, the level density parameter ã of 230Th
was increased by 25% to decrease the cross section in the
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FIG. 17. EMPIRE calculation for the 230Th neutron induced fission
cross section (up to 200 MeV) with the default parameters (blue line)
and the modified parameters (red line) along with the experimental
cross section of this work (black points).

in the first-chance fission plateau between 1.5 and 6 MeV.
Furthermore, by decreasing the second fission barrier height
of 230Th by 6% the first-chance fission cross section was
better described, failing, however, to reproduce the shape and
value of the cross section in the energy region from 8.5 to
13 MeV. No fission barriers exist in the RIPL-3 library, for
the thorium isotopes with mass numbers lower than A = 230,
so the fission barrier heights and widths for these isotopes
were arbitrarily chosen in order to reproduce the fission cross
section at higher energies. The fission barrier heights and
widths of all thorium isotopes implemented in the modified
calculations are presented in Table III. Finally, in order to
decrease the cross section for energies higher than 10 MeV
the level density parameter ã of 229Th was decreased by 17%.
The modified EMPIRE calculation is presented with the red line
in Fig. 17.

The calculations with the modified parameters reasonably
reproduce the experimental fission cross section with the ex-
ception of the resonance structure near 700 keV, the fine

TABLE III. Fission barrier heights (V ) and widths (h̄ω) imple-
mented in the modified EMPIRE calculation for all thorium isotopes.
The values modified from the RIPL-3 default ones are presented in
bold, while in italics the values are the values for the isotopes which
do not exist at RIPL-3 and are adopted for the calculations.

First barrier Second barrier

Isotope VA (MeV) h̄ωA (MeV) VB (MeV) h̄ωB (MeV)

223Th 6.00 0.90 6.70 0.60
224Th 6.60 0.90 7.30 0.60
225Th 6.60 0.90 7.30 0.60
226Th 6.60 0.90 7.30 0.60
227Th 6.60 0.90 7.30 0.60
228Th 6.10 0.90 6.80 0.60
229Th 6.10 0.90 6.30 0.60
230Th 6.10 0.90 6.37 0.60
231Th 5.80 0.70 6.15 0.36

structures at ≈1–2 MeV, and the range ≈8–13 MeV. Addition-
ally, at energies greater than 75 MeV, the cross-section values
are overestimated. It should be mentioned that the results for
the (n,inl) and (n, γ ) reaction cross sections have been slightly
affected by these parameter modifications, while the (n,el) and
(n,tot) ones were practically unaffected.

Calculations using the triple-humped fission barrier could
in principle improve the cross section reproduction of the
structures observed near the fission threshold; however, this
lies beyond the scope of this paper, since there is still an
ongoing theoretical investigation of these issues. As an ex-
ample, the calculations of Sin et al. [60] on the 232Th and
231Pa nuclei, carried out with a model incorporating the
triple-humped fission barriers, were able to reproduce the
resonant structure in the first-chance neutron-induced fission
cross sections.

The theoretical calculations of this work highlights the
need for new experimental measurements in order to con-
strain the theoretical models and improve the calculations.
The fine structures in the fission cross section of thorium
isotopes, known as the thorium anomaly, have not yet been
explained theoretically. Experimental measurements of the
angular distributions of fission fragments, as well as of the
competing channels to fission and determination of various
parameters related to fission can assist in the study and the
better understanding of the fission process.

B. INCL++/ABLA07 calculations

For incident neutron energy beyond 200 MeV the fission of
230Th was described by Monte Carlo simulations. The 2010
IAEA benchmark of spallation models [61] recognized the
Liége intranuclear cascade model INCL++, with main author
Cugnon (see Ref. [62] and references therein) as one of the
best spallation models when combined with the Darmstadt
deexcitation model ABLA07 [63] (main author Schmidt).

Fission induced by high-energy nucleons is usually de-
scribed in Monte Carlo simulations as a three-stage process:
first, the incident nucleon interacts with individual nucleons
in the target nucleus, producing a series of binary collisions
that lead to the emission of fast nucleons, γ ’s, pions, and light
clusters, depending on the incident energy, the so-called fast
cascade. Then, the spallation remnant undergoes a preequilib-
rium process that brings it to a thermal equilibrium condition,
eventually followed by particle evaporation, fission, or other
decay modes.

The INCL++ model skips the preequilibrium stage thanks
to the self-consistent calculation of the stopping time of the
cascade, which marks the beginning of the equilibrium stage
of the remnant, allowed to decay by the coupling with the
ABLA07 model through particle evaporation, emission of light
clusters, fission, or—from a prescribed excitation energy per
nucleon—multifragmentation.

The ABLA07 approach to fission contains elements of dy-
namics, since the time evolution of the fission degree of
freedom is treated as a diffusion process, determined by
the interaction of collective degrees of freedom with a heat
bath formed by the individual nucleons. The process is de-
scribed by a Fokker-Planck equation approximately solved in
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FIG. 18. Comparison of Monte Carlo calculated fission cross
sections with experimental data.

analytical form. At low excitation energy the code uses a
standard two-humped fission barrier, whose penetrability is
computed in the approximation of full damping of the vi-
brational resonances in the intermediate well. The nuclear
level densities at the ground state deformation and at the
saddle points of the fission barrier are described by a constant
temperature formula at low excitation energy and a Bethe-like
formula at high energy: the latter is characterized by level
density parameters αn at the ground state deformation and α f
at the saddle point deformation.

In the present work version 5.2 of INCL++ is used [64],
which is expected to work up to an incident nucleon energy
of the order of 15 GeV and was already used in Ref. [65]
in an attempt to extend to 1 GeV the (n, f ) cross sections of
some fission standards experimentally known up to 200 MeV.
Following the recommendation of the authors, no change is
applied in the parameters of the INCL++ code. Therefore, the
possible changes for a better agreement with experimental
data are limited to ABLA07, where the fission calculations
are particularly sensitive to the fission barrier heights, Bf ,
of the equilibrated remnants, as well as to the level density
parameters, α f , at the saddle points.

The comparison of the experimental cross section points
obtained from this work along with the INCL++/ABLA07
calculations with default model parameters and adjusted pa-
rameters in the incident energy range from 200 to 400 MeV
is presented in Fig. 18. The default calculation strongly un-
derestimates the experimental points, while the best fit is
obtained by decreasing the fission barrier heights, Bf , of
the remnants in all Monte Carlo runs by a constant amount,

)Bf = −0.5 MeV. The reduction is considerable, but note that
the fission barrier heights of many remnants are unknown,
or poorly determined. The fit is refined by increasing the
level density parameters α f of all remnants by a factor of
1.025. Only the experimental point at about 212 MeV is
overestimated, but this might be explained by the proximity to
the lower energy limit of validity of the intranuclear cascade
calculations. A better fit to the experimental points in the
incident energy range from 189 to 238 MeV could by obtained
by reducing the enhancement factor of the level density

VI. CONCLUSIONS

The 230Th(n, f ) cross section has been measured with high
accuracy at the neutron time-of-flight facility n_TOF at CERN
with Micromegas detectors up to 400 MeV, providing the first
data for neutron energies above 25 MeV. The 235U(n, f ) cross
section was used as a reference.

The analysis procedure, including the various corrections
in the recorded signals, along with Monte Carlo simulations
for the amplitude spectra of the fission fragments and the
neutron scattering, has been presented. The derived cross sec-
tion is in a very good agreement with several experimental
datasets available in literature and provides useful information
to resolve previously existing discrepancies.

In addition, theoretical calculations were conducted for
the 230Th(n, f ) reaction, which highlighted the need for new
experimental data on competing reactions, which would allow
constraining the parameters involved in theoretical mod-
els. These new experimental data, combined with additional
measurements on fission observables, such as the angular
distributions of fission fragments, can assist in the theoretical
study of the fission process and the evolution of the existing
theoretical models.
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